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Abstract

Knowledge bases are employed in a variety of applications from natural language processing to semantic web search; alas, in practice their usefulness is hurt by their incompleteness. Embedding models attain state-of-the-art accuracy in knowledge base completion, but their predictions are notoriously hard to interpret. In this paper we adapt “pedagogical approaches” (from the literature on neural networks) so as to interpret embedding models by extracting weighted Horn rules from them. We show how pedagogical approaches have to be adapted to take upon the large-scale relational aspects of knowledge bases, and show experimentally their strengths and weaknesses.

1. Introduction

Large knowledge bases are now a reality (Bollacker et al., 2008; Miller, 1995), with applications from natural language processing to semantic web search (Schuhmacher & Ponzetto, 2014; Cucerzan, 2007). Even though a knowledge base may be quite sophisticated, in this paper we focus on knowledge bases that store triples of the form (head, relation, tail). Billions of such triples are now available in bases that range from specialized lexicons to broad repositories (Nickel et al., 2015). But even the largest knowledge bases are incomplete in the sense that they do not contain all triples that are true; several techniques aim at completing knowledge bases by automatically adding new triples.

The state-of-the-art in knowledge base completion typically relies on embedding models that map entities and relations into low-dimensional vector space. The existence of a triple is determined by some pre-defined function over these representations. More importantly, embedding models turn a complex space of semantic concepts into a smooth space where gradients can be calculated and followed.

One difficulty with embeddings is their poor interpretability. Of course, “interpretability” depends not only on a model, but also on its user. For instance, a seasoned statistician may find a very large logistic regressor to be easy to grasp. But embeddings seem particularly opaque as they turn a semantically rich input into numeric representations where each dimension bears little meaning. It is thus natural to think that we might interpret an embedding by translating it into a more interpretable model. However, this simple and promising idea requires caution when we deal with knowledge bases that are relational. First, we cannot rely on interpretable models that are solely propositional; rather, we must use relational constructs, such as Horn rules. Second, interpretability requires that we map back our decision making, even if they are built using values of the embedding, to the space of semantically-meaningful symbols.

The goal of this paper is to develop techniques to interpret embedding models associated with knowledge bases. We do so by adapting so-called “pedagogical approaches” that have been advanced in connection with shallow neural networks (Andrews et al., 1995). A pedagogical approach is one where, intuitively speaking, a non-interpretable but accurate model is run, and an interpretable model is learned from the output of the non-interpretable one.

Our idea is to extract weighted Horn rules from embedding models; these rules are both relational and interpretable, hence they satisfy our needs. We propose non-trivial changes that must be made to apply the pedagogical approach to our setting. In fact, there are several ways to apply pedagogical methods to interpret embedding models for knowledge bases; we discuss some of them, and show how to implement two of them. Finally, we present empirical results and discuss the properties of our methods.

The paper goes over needed background and related work in Section 2. In Section 3 we introduce our specific proposals, and in Section 4 we report experimental results. Section 5 closes the paper with a broad discussion.
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2. Background and related work

In this section we offer a summary of important concepts in knowledge base (KB) completion (Section 2.1), and a brief review of relevant work on the interpretation of embedding models of knowledge bases (Section 2.2). In doing so we touch on issues that have been debated at length in previous work, such as the proper meaning and the quantification of interpretability (Doran et al., 2017; Lipton, 2016; Tintarev & Masthoff, 2007). In short, we assume that an interpretable system is one that allows the user to study and grasp its underlying mathematics (Doran et al., 2017).

2.1. Knowledge base completion

Let $E = \{e_1, ..., e_{N_e}\}$ be the set of all entities and $R = \{r_1, ..., r_{N_r}\}$ be the set of all relations in a KB $G$, where $N_e$ and $N_r$ are the number of entities and relations, respectively. Each possible triple $x_{h,r,t} = (e_h, r, e_t)$ can be modeled as a binary random variable $y_{h,r,t} \in \{0, 1\}$ that indicates its existence. Entity $e_h$ is the head and entity $e_t$ is the tail of $x_{h,r,t}$. Note that $y_{h,r,t} = 0$ does not imply that $x_{h,r,t}$ is false, but simply that it is not observed in $G$.

The combination of all triples in a KB can be seen as a multigraph (called a knowledge graph) where nodes represent entities and directed edges represent relationships. An edge points from the head to the tail entity of a triple, while the type (or label) of an edge indicates its corresponding relation (Nickel et al., 2015).

There are two standard tasks in KB completion: link (entity) prediction and triple classification. The former consists of predicting a missing entity $e_n$ ($e_h$), given the relation $r$ and another entity $e_t$ ($e_h$) (Bordes et al., 2013). The latter consists of predicting the existence of a triple $(e_h, r, e_t)$ (Socher et al., 2013). In this paper, we focus on triple classification and leave link prediction for future work.

Embedding models An embedding model represents entities and relations in a continuous vector space, and defines a score function $f(x_{h,r,t}; \Theta)$ that represents the plausibility that $x_{h,r,t}$ exists given the set of all parameters $\Theta$; usually one learns the representation of entities and relations by solving an optimization problem that maximizes the total plausibility of observed facts (Wang et al., 2017).

To perform triple classification, usually a threshold $\theta_r$ is found for each relation $r$, using a validation set. The triple $x_{h,r,t}$ is classified as present if $f(x_{h,r,t}) < \theta_r$, and classified as absent otherwise (Nguyen, 2017).

Subgraph Feature Extraction Graph feature models predict the existence of a triple by extracting features from edges in the knowledge graph (Nickel et al., 2015). Here we focus on a specific method of this class, namely, subgraph feature extraction (SFE) (Gardner & Mitchell, 2015), a variant of the Path Ranking Algorithm (PRA) (Lao & Cohen, 2010; Lao et al., 2011) shown to be faster and to achieve better performance. SFE extracts binary features from a graph that indicate the existence of a path (a set of relations) between two entities. For each relation, extracted features are saved into a feature matrix, later used with any desired classification model (typically logistic regression).

More formally, let $\pi$ denote a path type defined by some sequence of edges (relations) $r_1 \cdots r_k$ in a knowledge graph $G$. SFE constructs a subgraph $G_n$ centered around each entity $e_n \in G$ using $k$ random walks. Each random walk that leaves $e_n$ follows some path type $\pi_{n,i}$ and ends at an intermediate node $e_i$. To construct a PRA-like feature vector for a source-target pair $(e_n, e_m)$, SFE merges the subgraphs $G_n$ and $G_m$ on the intermediate nodes $e_i$, taking the combinations of all path types $\pi_{n,i}$ and $\pi_{m,i}$ for all $e_i$ as binary features. Each feature vector is saved as a row in a feature matrix, that can be used as an input to a classifier.

Because features extracted by PRA can be understood as bodies of weighted rules, the model is usually regarded as “easily interpretable” (Nickel et al., 2015). As features are restricted Horn clauses extracted from the graph, the method is closely connected to logical inference (Gardner et al., 2015). SFE also allows for extending its feature space and using more expressive features, but in this work we restrict ourselves to the PRA-like features mentioned above.

2.2. Interpreting embedding models: related work

The score functions of embedding models used in knowledge base completion can generally be viewed as neural networks (Nickel et al., 2015; Nguyen, 2017; Wang et al., 2017). Thus we start by reviewing concepts from the literature of non-relational rule extraction from neural networks. A considerable part of the literature on this topic comes from the 1990s. Andrews et al. (1995) consider decompositional techniques that focus on extracting rules from the level of hidden layers in the neural network (the internal structure of the network is seen as transparent), and pedagogical techniques that treat the network as a black box. Methods that combine elements of both approaches are called eclectic. Recent work can be found for both pedagogical (Augusta & Kathirvalavakumar, 2012) and decompositional (Zilke et al., 2016) approaches, with this last one extending a decompositional approach to deep networks.

In the relational setting, we find methods that are able to extract knowledge from neural networks in the form of rules. Techniques mentioned here are also referred to as neural-symbolic integration (d’Avila Garcez et al., 2015). More recently, Faenza et al. (2015) adapted TREPAN (Craven & Shavlik, 1996) to extract rules from a network trained in data propositionalized from a first-order example set. Srivivasan...
& Vig (2017) construct explanations from a logical model that uses the structure and prediction of a network whose inputs are patterns in first-order logic. There are also a variety of techniques that aim at obtaining interpretability in the context of KBs: Murphy et al. (2012) take the interpretability of each dimension of a word embedding as the capacity one has of distinguishing an intrusive word, i.e., one which has a low value in that dimension in comparison to other words in a group. From that perspective, they proposed a variant of matrix factorization that is highly interpretable. Chandrahas et al. (2017) proposed a technique for inducing interpretability in KB embeddings by incorporating additional entity co-occurrence statistics from text, while still maintaining comparable performance in predictive tasks. Barbieri et al. (2014) proposed a stochastic topic model for link prediction that produces explanations based on the type of each predicted link (links can be "topical" or "social"). KSR (Xiao, 2016) learns semantic features for the input feature space. Thus, it differs from previous work by being the first that, to the best of our knowledge, interprets embedding models for knowledge base completion via weighted Horn rules in a model-agnostic fashion. We note that pedagogical approaches allow a model to have its relative trust assessed and compared to other methods, a property that is specially important in the scenario where the machine learning practitioner has to select a model among a number of alternatives (Ribeiro et al., 2016).

3.1. Explaining knowledge embedding models with predicted features (XKE-PRED)

The first method that we propose for explaining embedding models of KBs is the most direct application of the pedagogical approach we can think of. We treat the embedding model as a black box and assume no other source of information for building the interpretable model. By changing the original classifier’s inputs and observing its outputs, the pedagogical approach constructs a training set for an interpretable classifier from which explanations are extracted. Each input to the original classifier consists of a triple that has no inherent interpretable features; to overcome this difficulty, we resort to applying SFE to the data generated by the black box. This way we can apply the default pedagogical framework: by using features extracted from SFE and labels predicted by the original classifier, we train a logistic regression model, from which we draw explanations in the form of weighted Horn clauses.

More formally, let \( T = E \times R \times E \) denote the set of all possible triples in a relational setting; let \( \Pi_G \) represent the set of all possible path types between two entities in a knowledge graph \( G \) and \( P(\Pi_G) \) its power set; let \( g : T \mapsto \{0, 1\} \) denote the original, black box classifier; and let \( F : T \mapsto P(\Pi_G) \) denote the feature extraction function performed by SFE for a triple \( x_{h,r,t} \in T \), given \( G \). We call explaining knowledge embedding models with predicted features (XKE-PRED) the following scheme. First, construct a set of examples \( \mathcal{D}' = \{(F(x_{h,r,t}, G), g(x_{h,r,t}))\}^n \) of arbitrary size \( n \) for training an interpretable classifier \( g' : P(\Pi_G^k) \mapsto \{0, 1\} \), where \( \hat{G} = \{g(x_{h,r,t}) \mid x_{h,r,t} \in T\} \) represents the graph composed of all triples predicted as correct by \( g(\cdot) \). Then draw explanations from \( g'(\cdot) \) as a function of \( P(\Pi_G^k) \).

Generating \( \hat{G} \) by trying all possible triples is not feasible in practice, as \( ||T|| = ||E||^2 \cdot ||R|| \) grows quadratically with the number of entities. Even for relatively small graphs such as the ones in Table 2 we already have billions of possible triples. Moreover, only a small subset of \( T \) is likely to be true (Nickel et al., 2015).

To arrive at a tractable number, a naïve approach would be to sample a subset of triples \( T_0 \) from \( T \) and build a subset \( \hat{G}_0 \) of \( \hat{G} \). We propose a more sophisticated method: after randomly sampling \( T_0 \) of arbitrary size, we generate an extension \( T^k_0 \) of it by corrupting both entities (head and
An interesting characteristic of XKE-PRED is that explanations depend on other predictions (hence, its name). By looking at an explanation, one is analyzing not how features from the real world influence the model’s predictions, but how the model organizes its internal representation. In other words, the method captures correlations between the model’s predictions and analyzes their internal coherence. One must question whether this is the best way to interpret a prediction. One may be more interested in understanding how patterns from the real world influence the embedding’s decisions, and not solely if the embedding’s internal representations make sense. To handle that, we propose another method in the next section, that allows for the usage of an external source of interpretable features in explanations.

3.2. Explaining knowledge embedding models with observed features (XKE-TRUE)

In this section we propose a variation of XKE-PRED that assumes an external source of knowledge besides the embedding model, regarded as ground truth of our relational domain, from which we extract interpretable features. We call this approach explaining knowledge embedding models with observed features (XKE-TRUE). The motivation behind it is that we want to explain the black box’s predictions based on real features, instead of predicted ones, therefore we use “TRUE” in its acronym.

Following the notation presented in Section 3.1, let $G$ represent the ground truth for a relational setting, acquired from an external source. XKE-TRUE constructs a set of examples $D = \{(F(x_{h,r,t} \mid G), g(x_{h,r,t}))\}_n$ of arbitrary size $n$ for training an interpretable classifier $g'$: $P(\Pi_G) \rightarrow \{0, 1\}$, from which we draw explanations that are a function of $P(\Pi_G)$. The main difference of this method is that $G$ contains information about a set of instances, and, therefore, we are explaining each prediction from the embedding model with a set of observations from the real world.

In practice, it may be interesting to use all available data for both training the embedding model and extracting features for XKE-TRUE to maximize the amount of information at each stage (the method does not require such action).

4. Experiments

Here we present and compare experimental results for both XKE variants (code available\(^1\)). The datasets used in our experiments are described in Table 2. For each dataset we trained TransE (Bordes et al., 2013), a simple yet efficient embedding model that is generally used as baseline for knowledge base completion (Guo et al., 2015; Trouillon et al., 2016; Liu et al., 2017). The TransE model is inspired by methods such as Word2Vec (Mikolov et al., 2013) as it represents entities and relations as points in the same vector space. Relationships are represented as translations in the embedding space: if a triple $x_{h,r,t}$ holds, the vector that represents the tail entity $e_{ht}$ should be close to the head entity vector $e_{ht}$ plus the relation vector $r_{rt}$.

4.1. Evaluation criteria

To measure the quality of the weighted rules, we use metrics that reveal performance and interpretability. The performance metrics are fidelity and accuracy. Fidelity (ratio of prediction matches) defines the ability of the pedagogical method to mimic the behavior of the embedding model; accuracy defines the weighted rules’ ability of correctly predicting real data.

For interpretability, we report the mean number of rules (features with weight greater than zero) and the mean rule length (number of relations in each path). These are objective measures that ignore the subjective nature of interpretability (Freitas, 2013); we also offer a qualitative analysis that is of a more subjective character.

4.2. Model training

The embedding models were trained via grid search following Nguyen et al. (2016). Negative examples were generated using the Bernoulli distribution procedure introduced by Wang et al. (2014), and training was limited to 1000 epochs.

XKE-PRED and XKE-TRUE were applied following the procedure described in Section 3. The same data used for training TransE was also used as the external source of

\(^1\)https://github.com/arthurcgusmao/XKE
We present the results of both XKE-PRED and XKE-TRUE in Table 1. Regarding feature extraction, we see that the entity similarity method worked well to increase the size of $\hat{G}$ and the number of extracted features per example. It did not, however, increase the percentage of examples with at least one extracted feature, which was relatively low in all cases. Without features, the explanation for a given example is defined only by the bias term of the logistic regression.

Considering interpretability, the mean rule length is less than four for all cases (by constraint), indicating that the Horn clauses whose weight is greater than zero are short, which we consider easily interpretable. The mean number of rules in FB13 is small, favoring interpretability, but it increases in NELL186, going up to almost 160.

Regarding fidelity, both methods achieve over 80% for examples with at least one feature (filtered results), but this number drops when we consider all examples. Also, there is little or no improvement comparing the metrics weighted by the number of features with the filtered ones. These results indicate that the probability of correctly classifying an example increases considerably from zero to one feature extracted, and, after that, the impact gets less relevant as we add more features; thus, we can understand why XKE-PRED had, on average, lower fidelity than XKE-TRUE. Initially, we would expect the former to achieve superior fidelity because it predicts the embedding model decisions using a graph defined by the embedding itself. The fact that we were not able to increase the percentage of examples with at least one feature, even when extracting them from graphs with 8 times the number of positive triples than the original graph, possibly indicates an internal inconsistency in the embedding model with regard to relational modeling.

For accuracy, the values achieved are very close to the corresponding fidelity value. When the embedding model’s accuracy is higher than the interpretable model’s accuracy, one may choose to use the embedding for prediction and the logit for explanation, depending on the accuracy-interpretability trade-off position one is willing to take. However, when the interpretable classifier’s accuracy is higher than that of the black box, which happened for XKE-TRUE in NELL186, the best option is to choose the interpretable model for both predicting and explaining. In this case, the optimal procedure is to use labels from the training data to fit the interpretable model, since we are now aiming for accuracy, instead of fidelity. Indeed, fitting SFE directly on NELL186 yields an interpretable model with over 90% accuracy (see Table 4), a higher value than XKE-TRUE.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>$|E|$</th>
<th>$|R|$</th>
<th>$|T|$</th>
<th>Train</th>
<th>Valid</th>
<th>Test</th>
</tr>
</thead>
<tbody>
<tr>
<td>FB13</td>
<td>75,043</td>
<td>13</td>
<td>73 · 10^9</td>
<td>316,232</td>
<td>5,908</td>
<td>23,733</td>
</tr>
<tr>
<td>NELL186</td>
<td>14,463</td>
<td>186</td>
<td>39 · 10^9</td>
<td>31,134</td>
<td>5,000</td>
<td>5,000</td>
</tr>
</tbody>
</table>

Table 2. Datasets used in our experiments: FB13 is a subset of Freebase (Bollacker et al., 2008) introduced by Bordes et al. (2013). NELL186 a subset of NELL (Mitchell et al., 2015) introduced by Guo et al. (2015). Both datasets contain negative examples (not included in the count below) for validation and test.

Table 1. Results (micro-average) for both XKE variants. XKE-PRED is indexed by the number of nearest neighbors used for generating $\hat{G}$.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>XKE variant</th>
<th>FB13</th>
<th>NELL186</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Embedding Accuracy</td>
<td>TRUE</td>
<td>PRED</td>
</tr>
<tr>
<td>FB13</td>
<td># Positive triples in $\hat{G}$ (XKE-TRUE) or $\hat{G}$ (XKE-PRED)</td>
<td>322k</td>
<td>830k</td>
</tr>
<tr>
<td></td>
<td>$\hat{G}$ positive over predicted ratio</td>
<td>-0.286</td>
<td>0.207</td>
</tr>
<tr>
<td></td>
<td># Features per example</td>
<td>2.91</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>% Examples with # features $&gt; 0$</td>
<td>54.73</td>
<td>33.83</td>
</tr>
<tr>
<td></td>
<td>Explanation Mean # Rules (for explanations with size $&gt; 0$)</td>
<td>2.29</td>
<td>2.19</td>
</tr>
<tr>
<td></td>
<td>Explanation Mean Rule Length</td>
<td>3.09</td>
<td>3.00</td>
</tr>
<tr>
<td></td>
<td>Fidelity</td>
<td>73.26</td>
<td>66.65</td>
</tr>
<tr>
<td></td>
<td>Fidelity (filtered for examples with # features $&gt; 0$)</td>
<td>80.52</td>
<td>84.30</td>
</tr>
<tr>
<td></td>
<td>Fidelity (weighted by the # features)</td>
<td>75.21</td>
<td>82.67</td>
</tr>
<tr>
<td></td>
<td>Accuracy</td>
<td>73.43</td>
<td>64.58</td>
</tr>
<tr>
<td></td>
<td>Accuracy (filtered for examples with # features $&gt; 0$)</td>
<td>80.78</td>
<td>81.00</td>
</tr>
<tr>
<td></td>
<td>Accuracy (weighted by the # features)</td>
<td>71.68</td>
<td>78.42</td>
</tr>
<tr>
<td></td>
<td>F1 (Fidelity)</td>
<td>76.66</td>
<td>50.11</td>
</tr>
<tr>
<td></td>
<td>F1 (Accuracy)</td>
<td>77.35</td>
<td>49.07</td>
</tr>
</tbody>
</table>
Table 3. Explanations by XKE-TRUE and XKE-PRED (5-NN) in FB13. “cod” and “nat” are abbreviations for “cause_of_death” and “nationality”, respectively.

<table>
<thead>
<tr>
<th>ID</th>
<th>#1 (XKE-TRUE)</th>
<th>#2 (XKE-TRUE)</th>
<th>#3 (XKE-TRUE)</th>
<th>#4 (XKE-PRED)</th>
<th>#5 (XKE-PRED)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Head</td>
<td>francis_ii_of_the_two_sicilies</td>
<td>ralph_randles_stewart</td>
<td>philip_iv_of_france</td>
<td>hypatia_of_alexandria</td>
<td>guru_dutt</td>
</tr>
<tr>
<td>Relation</td>
<td>RELIGION</td>
<td>RELIGION</td>
<td>CAUSE_OF_DEATH</td>
<td>PROFESSION</td>
<td>PROFESSION</td>
</tr>
<tr>
<td>Tail</td>
<td>roman_catholic_church</td>
<td>mormon</td>
<td>animal_attack</td>
<td>scientist</td>
<td>war_correspondent</td>
</tr>
<tr>
<td>Reason #1</td>
<td>(2.456) parents, religion</td>
<td>(-0.788) gender, gender^{-1}, religion</td>
<td>(-0.286) parents^{-1}, gender, gender^{-1}, cod</td>
<td>(3.746) cod, profession</td>
<td>(0.233) cod, cod^{-1}, profession</td>
</tr>
<tr>
<td>Reason #2</td>
<td>(1.946) spouse^{-1}, religion</td>
<td>–</td>
<td>(0.169) spouse, gender, gender^{-1}, cod</td>
<td>–</td>
<td>(0.139) nat, nat^{-1}, profession</td>
</tr>
<tr>
<td>Reason #3</td>
<td>(1.913) spouse, religion</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Bias</td>
<td>(1.017)</td>
<td>(-0.698)</td>
<td>(-0.710)</td>
<td>(-1.418)</td>
<td>(0.239)</td>
</tr>
<tr>
<td>XKE</td>
<td>0.999346</td>
<td>0.184526</td>
<td>0.304245</td>
<td>0.911209</td>
<td>0.648254</td>
</tr>
<tr>
<td>Embedding</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 4. Results for learning a logistic regression in features extracted using SFE and labels from the original dataset.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>FB13</th>
<th>NELL186</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>56.62</td>
<td>90.41</td>
</tr>
<tr>
<td>Accuracy (filt. examples with # features &gt; 0)</td>
<td>71.88</td>
<td>93.88</td>
</tr>
<tr>
<td>Accuracy (weighted by # features)</td>
<td>78.97</td>
<td>97.86</td>
</tr>
<tr>
<td>F1</td>
<td>51.30</td>
<td>88.56</td>
</tr>
</tbody>
</table>

4.4. Qualitative analysis

Now we discuss some examples of predictions made by both XKE variants. Results presented in this section were selected from FB13 in order to represent a variety of cases that the user might face, so as to demonstrate how one can analyze the output of each method. Input triples are shown in Table 3, alongside with their explanations (weighted rules and the bias term), with the interpretable classifier’s score, and with the labels predicted by the embedding model.

Examples #1 and #2 are instances of useful explanations that increase or decrease the user’s confidence in the model. For both cases, the prediction of XKE-TRUE matches the embedding ones. In #1, the reasons why the religion of francis_ii_of_the_two_sicilies is roman_catholic_church make sense in practice (i.e., because his parents and his spouse have the same religion as him). These are the sort of correlations that we want our embedding model to capture. For #2 the explanations are also useful, but now in slightly decreasing our confidence in the black box: the path -gender-gender^{-1}-religion- (i.e., a person of the same gender has the religion in question) that explains its low score is not a valid rationale. Ideally, we would expect it to have a coefficient that is closer to zero.

Example #4 is the case where, although XKE-PRED’s prediction matches the original classifier’s, we can see that the embedding’s internal structure makes no sense. The rule learned, with a high coefficient, establishes that the entity that caused hypatia_of_alexandria’s death is also a scientist; clearly a type inconsistency.

Finally, examples #3 and #5 are instances where the interpretable classifier is not capable of elucidating the given prediction. In particular, example #5 shows that the interpretable method captured a pertinent correlation that exists in the black box’s internal structure (i.e., a person is likely to have had a profession if another person that died for the same reason had the same profession), but that is not useful in explaining this example since the predictions diverge.

5. Conclusion

In this paper we proposed two pedagogical methods for explaining embedding models in knowledge bases. Both explain predictions from a black box model in terms of weighted paths in a graph; each path corresponds to a Horn rule that can be interpreted by users. The first method, XKE-PRED, uses other predictions from the embedding model as reference for its explanations. The second method, XKE-TRUE, uses an external source of information, regarded as ground truth, to provide explainable features. Both techniques were able to generate a relatively small number of short weighted Horn clauses that are much easier for a human to interpret than the original embedding space. We expect this initial work to serve as a basis of comparison and inspiration for the development of novel methods for explaining embedding models in KB completion.

The percentage of examples that have no features extracted, and the attained fidelity, are points for improvement. For future work, possible approaches could be to extend the methods presented here by either using additional features that SFE allows for to try to increase the number of examples with at least one feature, or by exploring ways of generating local explanations, aiming for higher fidelity.
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