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Abstract. This paper presents a novel approach for semantic query ex-
tension using a probabilistic description logic. Concepts that are related
to a keyword-based query are used for finding other concepts and rela-
tions through the use of a relational Bayesian network built using the
probabilistic description logic crALC. Furthermore, probabilistic assess-
ments allow us to rank the information returned by search. Examples
and issues of importance in real world applications are discussed.

1 Introduction

This paper focuses on the use of ontologies to improve keyword-based search.
The concepts of a given ontology are taken as annotations for documents or
text fragments, thus providing background knowledge and enabling intelligent
search and browsing facilities. Hence the ontological knowledge augments un-
structured text with links to relevant concepts. For example, articles “Life of the
probabilistic fish” and “A new kind of aquatic vertebrate with probabilistic pro-
cessing” are all instances of the concept Publication; in a keyword-based search,
the query “Publications about probabilistic fish” would return only the former
paper. However connections amongst concepts are important to indicate further
results. An ontology can then be employed for semantic query extension; that is,
for deriving terms that lead to relevant results for the query. For example, the
concept Publication is related to the concept Author; a semantic query extension
strategy could use this information and reason that the second paper is a valid
result as Professor G. Rouper is an author of both papers.

There is always uncertainty in this sort of reasoning. In particular, it may not
be possible to guarantee that a concept is related to the ones in the query. Thus,
it would be interesting if the semantic query extension system could handle the
probability of a concept conditioned on the concepts mentioned in the query. In
our example, the information about Author is valuable only if the probability of
it influencing the contents of a paper is high.

An ontology can be represented through a description logic [3], which is ty-
pically a decidable fragment of first-order logic that tries to reach a practical



balance between expressivity and complexity. To represent uncertainty, a proba-
bilistic description logic must be contemplated. The literature contains a number
of proposals for probabilistic description logics [10, 11, 25]. In this paper we adopt
a recently proposed probabilistic description logic, called Credal ALC (crALC)
[6], that extends the popular logic ALC [3]. In crALC one can specify sentences
such as P (Professor|Researcher) = 0.4, indicating the probability that an element
of the domain is a Professor given that it is a Researcher. These sentences are
called probabilistic inclusions. Exact and approximate inference algorithms that
deal with probabilistic inclusions have been proposed [6, 7], using ideas inherited
from the theory of relational Bayesian networks [12].

In this paper, we propose an algorithm that receives keyword-based queries
and that takes semantic information about the domain of the application to ob-
tain results that are not possible in standard information retrieval. The idea here
is to obtain all concept instances that are related to a given word even if that
word does not appear with the concept. The system can infer relations through
the probabilistic description logic crALC, finding concepts probabilistically re-
lated to the ones in the query, and making it possible to retrieve concepts that
do not contain any of the specified words. The information related to the cho-
sen concepts is the set of query results, and they are returned ranked by their
probability.

Section 2 reviews relevant elements of information retrieval and the proba-
bilistic description logic crALC. Section 3 presents our proposal information
retrieval system. Section 4 presents some preliminary experiments. Section 5
reviews some related work and Section 6 concludes the paper.

2 Background

In this section, we review keyword-based information retrieval and the probabi-
listic description logic crALC.

2.1 Information Retrieval Models

The field of information retrieval (IR) [14] has been defined as the subject con-
cerned with the representation, storage, organization, and access of information
items. One example of traditional IR technique is the Boolean model [23]. A
document d is then represented by the vector −→x = (x1, ..., xM ) where xt = 1 if
term t is present in document d and xt = 0 otherwise. The procedure searches
for documents that satisfy a query in the form of a Boolean expression of terms.
Thus, if a query such as x1 AND x2 OR x3 is provided, this technique retrieves
documents where x1 = 1 and x2 = 1 simultaneously or x3 = 1.

Another sort of model for IR is based on logical representations [4, 5, 13]. The
task can be described as the extraction, from a given document base, of those
documents d that, given a query q, make the formula d → q valid, where d and q
are formulas of a chosen logic and ”→” denotes logical implication. In this paper,
we are interested in logical representations that consider symbols d and q as



terms (i.e. expressions denoting objects or sets of objects). Different formalisms
have been proposed with these goals. An example is the terminological logic
for IR proposed in [15]. In that logic, documents are represented by individual
constants, whereas a class of documents is represented as a concept, and queries
are described as concepts. Given a query q, the task is to find all those documents
d such that q(d) holds. The evaluation of q(d) uses the set of assertions describing
documents; that is, instead of evaluating whether d is related to q, evaluate if
“individual d is an instance of the class concept q”.

2.2 Probabilistic Description Logics and crALC

A description logic (DL) offers a formal language where one can describe know-
ledge such as “A Professor is a Person who works in an Organization”. To do so, a
DL typically uses a decidable fragment of first-order logic [3], and tries to reach a
practical balance between expressivity and complexity. The last decade has seen
a significant increase in interest in DLs as a vehicle for large-scale knowledge
representation, for instance in the semantic web. Indeed, the language OWL [1],
proposed by the W3 consortium as the data layer of their architecture for the
semantic web, is an XML encoding for quite expressive DLs.

Knowledge in a DL is expressed using individuals, concepts, and roles. The
semantics is given by a domain D and an interpretation ·I . Individuals represent
objects through names from a set of names NI = {a, b, . . .}. Each concept in
the set of concepts NC = {C, D, . . .} is interpreted as a subset of a domain D
(a set of objects). Each role in the set of roles NR = {r, s, . . .} is interpreted as
a binary relation on the domain. Objects correspond to constants, concepts to
unary predicates, and roles to binary predicates in first order logic. Concepts and
roles are combined to form new concepts using a set of constructors. Construc-
tors in the ALC logic are conjunction (C # D), disjunction (C $ D), negation
(¬C), existential restriction (∃r.C), and value restriction (∀r.C). Concept inclu-
sions/definitions are denoted respectively by C ' D and C ≡ D, where C and
D are concepts. Concept (C $ ¬C) is denoted by ), and concept (C # ¬C) is
denoted by ⊥.

The probabilistic description logic (PDL) crALC [7] is a probabilistic ex-
tension of the DL ALC that adopts an interpretation-based semantic. It keeps
all constructors of ALC, but only allows concept names in the left hand side of
inclusions/definitions. Additionally, in crALC one can have probabilistic inclu-
sions such as P (C|D) = α, P (r) = β for concepts C and D, and for role r. For
any element of the domain, the probability that this element is in C, given that
it is in D is α. If the interpretation of D is the whole domain, then we simply
write P (C) = α. The semantics of these inclusions is roughly as follows (a formal
definition can be found in [7]):

∀x ∈ D : P (C(x)|D(x)) = α and ∀x ∈ D, y ∈ D : P (r(x, y)) = β.

We assume that every terminology is acyclic; no concept uses itself. This assump-
tion allows one to represent any terminology T through a relational Bayesian



network (RBN). A directed acyclic graph, denoted by G(T ), has each concept
name and role name as a node, and if a concept C directly uses concept D, if
C appear in the left and D in the right hand sides of an inclusion/definition,
then D is a parent of C in G(T ). Each existential restriction ∃r.C and value
restriction ∀r.C is added to the graph G(T ) as nodes, with an edge from r to
each restriction directly using it. Each restriction node is a deterministic node
in that its value is completely determined by its parents. Considers the following
example.

Example 1. Consider a terminology T1 with concepts A, B, C, D. Suppose
P (A) = 0.9, B ' A, C ' B $ ∃r.D, P (B|A) = 0.45, P (C|B $ ∃r.D) = 0.5, and
P (D|∀r.A) = 0.6. The last three assessments specify beliefs about partial overlap
among concepts. Suppose also P (D|¬∀r.A) = ε ≈ 0 (conveying the existence of
exceptions to the inclusion of D in ∀r.A). Figure 1 depicts G(T ).

Fig. 1. G(T ) for terminology T in Example 1 and its grounding for domain D = {a, b}.

The semantics of crALC is based on probability measures over the space
of interpretations, for a fixed domain. Inferences, such as P (Ao(a0)|E), where
E is a set of evidences, can be computed by propositionalization and proba-
bilistic inference (for exact calculations) or by a first order loopy propagation
algorithm (for approximate calculations) [7]. Considering the domain D = {a, b}
the grounding of G(T ) of Example 1 is shown in Figure 1.

3 Semantic Query Extension with crALC

In the last decade several proposals have been made for semantic information
retrieval. Boolean and vector space procedures, for example, have corresponding
semantic versions [26, 20, 19, 8] and [27, 2, 9] respectively. We refer to [24] for a
more detailed review. Query extension (or query suggestion) is a strategy often
used in search engines to derive queries that are able to return more useful
search results than original queries [14]. Most popular search engines provide
facilities that let users complete, specify, or reformulate their queries. Semantic
query extension is a special type of query extension based on the identification



of semantic concepts contained in user queries [16]. For example, the result for
query “Publications of probabilistic description logic” can be improved when a
system that considers semantics extends the query to consider also the concept
Author instead of only the concept Publication.

In [18] we employed the PDL crALC, combined with traditional IR, to re-
trieve documents relevant to the query when analyzing the terms of the query
separately. In this paper, we claim that the PDL crALC can also be useful for
semantic query extension so as to obtain documents that are related to a given
word even if that word does not appear with the concept. Therefore, a proba-
bilistic ontology to model the domain represented by the documents is created.
This probabilistic ontology is represented through the PDL crALC and can be
learned from data (we refer to [17, 21] for detailed information on how to learn
crALC sentences from data). Then, the documents are linked to this ontology
through indexes. Texts on documents are indexed and these texts are properties
in the corresponding ontology. Therefore, documents and ontology are decou-
pled, but at the same time are related by sharing the same indexed text. The
ontology and the indexed documents are input for our semantic search process.
The semantic search process is divided in three parts: (i) search, (ii) query ex-
tension and (iii) ranking the results according to their relevance. The key design
choices for each task are described as follows.

Search Procedure Given a query as a set of keywords, the concepts and roles
related to it are found through three steps. First, a keyword-based search is per-
formed finding the set of documents related to the keywords provided by the
user. Next, the concepts and roles related to these documents are found through
the corresponding indexes (therefore, the concept properties are also identified).
Finally, a relational Bayesian network propositionalized is built where the con-
cepts selected are evidence in this network. This relational Bayesian network is
the input for the query extension phase.

Query Extension Procedure Expanding a given query involves adding terms
and/or operators to the original query in order to improve results. In our pro-
posal, the ontology provides terms that may be added to the query. Inference is
performed in the relational Bayesian network found during search. The proba-
bility of all concepts that are not evidence in the RBN is inferred. A threshold
is considered and the concepts with a probability higher than this threshold are
selected and provided as input for the ranking results phase.

Ranking Procedure In this phase the documents related to the concepts se-
lected by the query extension step are retrieved and ranked according to their
probability. Then, these documents are shown together with the documents
firstly selected in the search process step. It is worth noting that the docu-
ments selected in the search process are reordered according their probabilities;
that is, a merged ordered list of documents is exhibited to the user.



There are two main drawbacks with this proposal. The first is the size of
ontologies and the second is the amount of instances that are obtained after
propositionalization. In principle, these issues prevent us from performing pro-
babilistic inference on real world domains and therefore limit our framework to
limited size domains. Fortunately, we can resort to variational methods in or-
der to perform approximate inference [7] making possible the application of our
proposal.

4 Preliminary Results

Experiments were performed on a real world dataset: the Lattes Curriculum
Platform3, a public repository containing data about Brazilian researchers in
HTML format. Due its content is quite structured (sections such as name, ad-
dress education, etc. are well defined) it is clearly possible to construct a pro-
babilistic ontology from it. We randomly selected 1964 web documents to this
task, learning the probabilistic terminology from data with the crALC learning
algorithm presented in [21]. The complete probabilistic terminology is given by:

P (Person) = 0.9
P (Publication) = 0.5
P (Board) = 0.33
P (Supervision) = 0.35
P (hasPublication) = 0.85
P (hasSupervision) = 0.6
P (hasParticipation) = 0.78
P (wasAdvised) = 0.15
P (hasSameInstitution) = 0.4
P (sharePublication) = 0.22
P (sameExaminationBoard) = 0.19

Researcher ≡ Person
"(∃hasPublication.Publication
"∃hasSupervision.Supervision" ∃hasParticipation.Board)

P (NearCollaborator | Researcher " ∃sharePublication.∃hasSameInstitution.

∃sharePublication.Researcher) = 0.95
FacultyNearCollaborator ≡ NearCollaborator

" ∃sameExaminationBoard.Researcher

P (NullMobilityResearcher | Researcher " ∃wasAdvised.

∃hasSameInstitution.Researcher) = 0.98
StrongRelatedResearcher ≡ Researcher

" (∃sharePublication.Researcher "
∃wasAdvised.Researcher)

InheritedResearcher ≡ Researcher
" (∃sameExaminationBoard.Researcher "
∃wasAdvised.Researcher)

Text on web documents was indexed according to linked properties on the
ontology. When a keyword occurs within a given property, the keyword brings
evidence about instance of properties for a given concept. The former probabi-
listic terminology acts as template for concept and property instances.

The overall process is detailed as follows. Assume we pose a query on “Bayesian
networks” (the Lucene 4 search engine was used to do so), the system retrieves

3 http://lattes.cnpq.br/.
4 http://lucene.apache.org/



an ordered list of 20 researchers with links to Lattes curriculum as depicted in
Figure 2.

Fig. 2. Traditional query.

Suppose the user intends to follow each link and to inspect where “Bayesian
networks” is located, so as to determine relevance of the document retrieved.
In our setting these 20 results are candidate documents that could be further
extended. Actually, these results are candidate instance concepts in the proba-
bilistic terminology.

Furthermore, because of indexing on text properties, we are able to instan-
tiate specific properties where the query occurs. This step allow us to “propo-
sitionalize” the inherent relational Bayesian network associated with the pro-
babilistic ontology. Furthermore, in this probabilistic setting, each query occur-
rence inside properties denotes evidence on corresponding nodes. For instance,
if Researcher(0) contains the query keyword on a given publication the corres-
ponding node hasPublication(0, 1) is set to true. Some roles also allow us to
state relationships among concept instances (the sharePublication(0, 2) role re-
lates Researcher(0) and Researcher(2) through a shared publication) and there-
fore enforce likelihood of related concepts that leads to extensions of the original
query. The resulting relational Bayesian network after propositionalization is
shown in Figure 3.

Probabilistic inference is performed on the relational Bayesian network to
obtain semantic query extensions; that is, top related concepts and top related
researchers to the query are added to results. The extended results page is de-
picted in Figure 4. Some new entries were added to the former results page (for
instance, the researcher P. E. M. was added because of its strong relationship



Fig. 3. Relational Bayesian network after propositionalization.

with a top researcher on “Bayesian networks”). In addition, the final research list
has extended information with links to specific properties and concepts rather
than uninformative snippet texts.

Probabilistic reasoning also allows us to obtain a probabilistic ranking. In-
tuitively, higher evidence on a given topic gives rise to a better ranking position.
The previous ranking in Figure 2 returned the three following researchers: I.B.
de M., F. T. R. and F. G. C. Conversely, our probabilistic logic setting returns a
modified order: F. G. C., I.B. de M. and A. C. F. O. A relational Bayesian net-
work model allow us to further investigate these results. The higher ranking was
attributed to researcher F. G. C. due to evidence of query topic on publications,
advising works and participations of examination boards (P(Researcher(F.G.C.)
|hasPublication.P, advises.S, participate.B) = α). The rest of the ranking was ob-
tained accordingly.

To evaluate results obtained by our approach, two types of tests were con-
ducted. The first type focuses on searching researchers that best match several
topics (given as keywords). The aim of this test is evaluate whether the seman-
tic search return meaningful results. In order to do so, we have chosen random
topics such as “Bayesian networks”, “probabilistic logic”, “pattern recognition”
and so on with well established research groups in Brazil. Lists of researchers
and related concepts were evaluated qualitatively. All 20 topics evaluated had
positive analysis. Note that the analysis of results for semantic searches is still an
open issue; in fact, there is no standard evaluation benchmarks that contain all
required information to judge the quality of the current semantic search methods
[9].

The second test addresses the ranking problem; that is, are the top re-
searchers listed first for every topic? This issue is linked to probabilistic as-



Fig. 4. Final extended result.

sessments that denote strength of relationships among instances, and give rise
to a 99% positive analysis.

5 Related Work

Our framework for semantic query extension has been influenced by previous
works, which we now briefly review.

The work in [22] describes a semantic search that is based on keywords, but
at the same time uses the semantic information about the domain of interest to
obtain results that are not possible with traditional searches. Differently from
traditional searches, the work obtains all concept instances that are related to
a given word even if that word does not appear inside the concept. The system
can infer relations through a spread activation algorithm, making it possible to
retrieve concepts that do not contain any of the specified words. Given an initial
set of activated concepts and some restrictions, activation flows through the
instance network reaching other concepts which are closely related to the initial
concepts. One of the ideas is to extract knowledge from the ontology and its
instances to obtain a numerical weight for each existing relation instance in the
model. The result is an hybrid instances network, where each relation instance
has both a semantic label and numerical weight. The intuition behind this idea
is that better results in the search process can be achieved using the semantic
information together with the sub-symbolic (numerically encoded) information
extracted from the instances. The present work is different in that it uses a
relational Bayesian network to find other concepts related to the one in the
query. Therefore, it also finds the probability associated to the concepts.



In [16] the most relevant concepts for the full query and for each contigu-
ous sequence of n words of the query are collected; then, a supervised machine
learning method is used to decide which of the retrieved concepts should be
kept and which should be discarded. In order to train the learning algorithm,
queries submitted and manually linked to relevant DBpedia concepts are used
as datasets [28]. The task: given a query (within a session, for a given user),
produce a ranked list of concepts from DBpedia that are mentioned or meant in
the query. These concepts could then be used to suggest contextual information,
such as text snippets from the Wikipedia article. One difference to the present
proposal is that we do handle uncertainty explicitly; also, we do not change the
original query.

Another complete framework was proposed in [9]. Basically, two tasks were
addressed. The first, understanding the natural language user request and re-
trieving an answer in the form of pieces of ontological knowledge. The user’s
query is processed and translated into the terminology of available ontologies,
thus retrieving a list of ontological entities as a response. In the second task,
relevant documents are retrieved and ranked based on the previously retrieved
pieces of ontological knowledge. Just as traditional ranking algorithms are based
on keyword weighting, their approach relies on measuring the relevance of each
individual association between semantic concepts and web documents. This work
is related to ours because it also maintains the search process decoupled (ontol-
ogy and text are explored separately). The difference relies on the consideration
of uncertainty in the present work.

6 Conclusion

We have presented a framework for retrieving information using a mix of web
documents and probabilistic ontologies. The idea is to extract semantic informa-
tion in two steps. In the first step, a probabilistic ontology is constructed based
on a set of documents. The second step searches for instance concepts that best
match a given user query. The algorithm links ontology properties to indexed
documents in such a way that properties are instantiated in response to queries.

By handling properties and concepts we can instantiate related concepts and
therefore obtain a meaningful relational Bayesian network to perform inference
and to obtain a ranking of concepts. Experiments focused on a real-world do-
main (the Lattes scientific repository) suggest that this approach does lead to
improved query results.
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