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Abstract. In this paper we analyze the performance of state-of-therarchine
learning techniques in trust prediction. We use two proposalization methods
together with the Naive and Tree-Augmented Naive Bayediassiflers, and
the C4.5 algorithm. We compare those results with classifiefined through
Markov Logic, using data from the Epinions.com website, ikvewn product
review community. The experiments show that predictingt telationships is
a difficult task, in which Markov Logic models outperform etimethods in
accuracy but are able to recover only a relatively small fran of the existing
relationships in the dataset.

1. Introduction

Datasets reporting on relationships among people are ngyuittous in the world wide
web. The most prominent examples are the social-networkeigsites that allow users
to manage their friendships and to relate to similar pedpieugh web-based interfaces.
In such sites users can classify other people, exchangeagessgoin communities and
perform many other “social” acts. Other examples includmemerce systems, where
people can be related by the products they buy; collab@atieduction systems, where
people participate in the production of shared knowledgeh Yogs, where people can
comment on a given author posts; newsgroups, where peoghaege messages within
a topic.

One of the many kinds of relationship data collected by wabeld sys-
tems istrust Trust can be seen as a social control mechanism, used te mini
mize the complexity of the decisions one has to make in a hightertain environ-
ment [Buskens 1998]. Trust statements found in web sites hiready been used to
boost the performance of recommender systems [Massa arsa@v2007] and of anti-
spam techniques [Golbeck and Hendler 2004], to evaluatepthential of viral mar-
keting campaigns [Richardson and Domingos 2002], or simplprovide trust metric
recommendations upon which people can make better desi§td@olbeck et al. 2003,
Richardson et al. 2003]. A central component of all thesdiegions is aveb-of-trusta
compound of trust statements made by users concerning halv they trust other users.
An example of a web-of-trust visualized as a digraph is degdion Figure 1. According
to the graph, John has stated that he has trust on Anna and gnAmaa has stated that
she trusts Mary and Bob, Mary by its turn has stated that siséstonly Bob, who has not
provided any trust statement within the system.



Figure 1. A web-of-trust example with four users.

There is often much more data collected about the relatipasiimong users
than direct trust statements. Traditional approachesdaiie of web-based trust data
have mostly discarded such data on relationships, bergefhinty from the trust state-
ments structure, commonly to provide trust recommendatiorpairs of users that have
not directly stated the amount of trust they have one on etwr §Golbeck et al. 2003,
Richardson et al. 2003].

The present work explores a different direction, explgjtihe existing informa-
tion of users interaction testimatea web-of-trust. We are thus concerned with the es-
timation of trust relationships among users of a web-bagstém, based solely on the
aggregation of past experiences recorded with in the syskerparticular, we use data
from a well-known product-review website regarding eviluaof users’ reviews to pre-
dict a web-of-trust. A brief summary of the dataset we use lielin Section 2. First,
following work by [Sen et al. 2008, Karamon et al. 2007], wstftonvert our relational
data into a form suitable to traditional machine learninghteques [Hastie et al. 2001],
in special Naive Bayes, Tree-Augmented Naive Bayes and €4ssifiers. Second, we
experiment with a recently developed statistical relatldearning language, Markov
Logic [Richardson and Domingos 2006], trying to directlyadhebthe relational character-
istics of data. Section 3 presents our proposals for applyaditional classifiers as well
as our models developed in Markov Logic. Working with redaal data present some
difficulties to common machine learning methodology suck@sting data for creating
training and test instances. Section 4 discuss the methggaVe follow in this work.
The results obtained through the use of the cited techniguoésr the specific methodol-
ogy are described and discussed in Section 5. Related wdikasssed in Section 6, and
conclusions and future work are presented in Section 7.

Trust prediction can be very important, because users oftieite to make state-
ments, what makes their neighborhood (i.e. the set of userbdm they stated having a
relationship) very small. The work presented in here candeel tlo augment the web-of-
trust in real environments by adding predicted relationschSa procedure can increase
the performance of existing trust recommendations methddsther possible applica-
tion of this work is the generation of web-of-trust when gsare not allowed to provide
trust statements, for instance to extract a web-of-trustee it to make recommendations
(indeed, this is similar to what recommender systems do).

2. The Epinions.com System and Dataset

Epinions.com is a peer-review web site where users are eaged to rate other users’
posts in order to improve system usability. Besides beirig t@mborate contents, users can
also state the users they trust, and such statements areoudget information when vi-
sualizing reviews on the site. The dataset we use was obithiom the trustlet repository
(http://www.trustlet.org) and consists of a digraphlofl, 467 vertices and’'17, 129 arcs



representing users and trust statements, respectively.triibt network has an average
degree of12.53, a transitivity coefficient 0f).0921 and an average clustering index of
0.078. The dataset also consistsi¥, 668, 320 ratings made by users 10560, 144 con-
tents. These numbers demonstrate the information oveihdhé system, and give credit
to development of information retrieval systems that emaisiers to benefit from such a
high volume of data.

3. Trust Prediction Approaches

In this section we present the techniques we have used fat fowediction.
We pay special attention to the model we have developed inkdtarLogic
[Richardson and Domingos 2006], as the latter is a new oglatilanguage that aims
to be a unifying tool in statistical relational learning. cBua language allows us to
smoothly do collective classification, which has been shtovperform better in rela-
tional datasets [Macskassy and Provost 2007, Sen et al].2008

3.1. Data Propositionalization and Propositional Classiérs

Standard machine learning procedures work with indiviswapresented by a set of at-
tributes and a class label. But the relational data we haméasts information on the
connection between individuals: individual informatianriot relevant. Thus, in order
to make data suitable to classification techniques we neé@dnsform the relationship
information in attribute information.

As we want to classify links, we take our class variable toleedlass of a re-
lationship among two arbitrary individuals. So, for evergdered pair of usergu, v) in
the system we create an instariGg, representing a possible trust relationstip,, = 1
denotes that user has trust on user, andT,, , = 0 denotes that we can not infer such a
trust relationship from data. We call @ncounteiany interaction between a pair of users.
In the Epinions.com dataset, for example, an encounter @fwsvith userv happens
whenu rates a content. For every ordered pair, v) of users there can be zero or more
encounters.

We propositionalize data by aggregating encounters andngakem the at-
tributes. Each type of encounter is transformed into anbate variable and each oc-
currence of such a kind of encounter is converted into a spareding attribute instance.
In Epinions.com there are five types of encounter, given bypibssible rates a user can
make on other user content.

We tested two aggregation procedures that we refer woasting aggregation
andbinary aggregation Counting aggregation is performed by using the total numbe
of encounters of type from useru to v as the value ofth attribute variable in th&, ,,
instance. Binary aggregation uses variables as indicatais placing al in the cth
variable if any encounter of typehas occurred from userto userv in theT,, , instance
row, and0 otherwise.

There are many other aggregation procedures that coulddok W¢e have tested
some of them, but obtained low-accuracy classifiers (foramse, aggregation by the
mean average). Others classification schemes remain adavdhe future. An in-depth
study of the aggregation techniques is found in [Karamom. &GD7].



There is a large number of propositional classifiers in tieedture. We have tested
out three state-of-the-art classification techniques fida&s al. 2001]. The first two are
based on Bayesian Networks, a graphical probabilisticdagg. The third one is based
on decision trees.

¢ Naive Bayesian Classifie(®Naive Bayes) are based on the assumption that at-
tribute variables are independent of each other given thesclFor the proposi-
tionalization procedure described in Subsection 3.1,rtteans that a given type
of encounter has no influence in another type of encountenwekemating the
existence of a trust relationship. Although the indeperdeassumption is often
incorrect, Naive Bayes Classifiers have been reported forpemwell in a variety
of tasks, being easy to implement and efficient in large é#sas

e Tree-Augmented Naive Bayesian Classifi@&N) are an attempt to soften the
hard attribute independence assumptions made by NaivesBdgssifiers. TANS
allow dependence connections between attributes (abwt#rmay have a single
attribute as parent) in a way that learning and inferencattefficient. In many
domains TAN has been shown to outperform Naive Bayes, kgehaalgorithm
simplicity low and its efficiency high.

e C4.5is a learning algorithm that uses a decision tree as a pneglitiodel. It is
somewhat related to TAN in that it allows dependence amoinipaite variables
to be taken into account and uses information entropy toféprsimpler models
to complex ones.

3.2. Markov Logic Classifiers

Markov Logic is a probabilistic relational language thah d¢ee used to create complex
Markov Networks from simple and concise templates [Rickandand Domingos 2006].
Its syntax is given by a set of weighted first-order logic fatae and its semantics is
defined by equation (1) that assigns a probability value trepossible world defined
by the syntax. In the equatiod, is a normalization factor given by, exp(>-; w; fi), @
ranges over all grounded formulae in the knowledge basayre the weights of thé&h
grounded formula and; is a feature that takes valueif the ith formula is true, and
otherwise.

P(X =2z)= %exp (Z wifi) 1)

Models in Markov Logic can been seen as an aggregation puogedhere data
is combined by means of first-order logic. The main benefit @irRdv Logic is that
we can easily define complex probabilistic models, and lagfimferences is relatively
straightforward. As one can see from our following discossimodifying a model in
Markov Logic is simple (corresponding to add, remove or ¢feaa formula in its first-
order logic base knowledge).

We develop two models to the trust prediction task. The fingt only takes into
account the encounters between users to predict trusioredhaips. We create rules stat-
ing that each type of encounter has a particular influencdefiinal estimate of a trust
relationship.

w; rates(u,v,1) = trusts(u,v),
we rates(u,v,2) = trusts(u,v),



ws rates(u,v,3) = trusts(u,v),
wy rates(u,v,4) = trusts(u,v),
ws rates(u,v,5) = trusts(u,v).

In this model, each possible rating a user can make on anosesr content
may have a different influence in the probability of a trusatienship between them.
The weights are to be estimated by applying a gradient-ascetihod over the pseudo-
likelihood of the joint probability [Richardson and Domiogy2006].

Our second model includes the fact that most social networ&sent the small
world phenomenon [Wasserman and Faust 1994], where usetgdegroup into small
clusters with similar properties. In our case, this wouldam#hat if a user trusts usey
and usety trusts user then it is likely that user: will trust userz as well. We call this
trust propagatiorand model it in Markov Logic by adding to the previous model ttust
propagation formula:

w, trusts(x,y) A trusts(y,z) = trusts(x,z).

4. Methodology

In this section we describe data preprocessing and criteggaluate different methods.

As usual in machine learning methods, we need to samplearmsalbsets from the
original data in order to create training and test sets getdely to adjust the parameters
and to validate the output of the algorithms). The common wilageparating data is
to randomly removing a certain amount (e %) of the original dataset, forming the
training set, and setting the remaining data to be the testiHewever, with strongly
relational data such as the one used here such a task candonhbewithout strongly
biasing the data, because randomly sampling individualsaddake into account their
ties (the actual data that matters). Besides, using a rarsdonple strategy makes the
sample dataset not disjoint, because there often are tteeée the individuals in the
training part and those in the test part. Sampling relahgssrather than individuals
incurs in the same problems.

Another problem we face is that currently the available atgms for learning
and inference in Markov Logic do face scalability problerusd they are not capable of
dealing with large databases as Epinions. Thus, we neecetemaller datasets so that
our experiments can be performed in reasonable time andiwitied resources.

We have developed a sampling algorithm based on the one npeese
by [Sen et al. 2008] to create sample datasets. The algqragathedSnowball Sampling
appears as Algorithm 1. Ther&, = (Vr, &r) is the original trust statement data struc-
tured as a digraphy is the number of nodes to be sampleds the max number of
neighbors to jump to for each node in the current iterati@dsands is the number of
nodes in the initial seed. Basically, it starts by randondynpling a given number of
individuals, the seed, and then proceed by adding the nergbbd of each element in
the seed and all the existing ties among the sampled indilsdirhe algorithm continues
by making the new aggregated elements to be the next seddriagpheir neighborhood
and continuing until a pre-specified number of individuas been collected. Guarantees
concerning the distribution of sampled data have not beg¢sirtdd so far (we leave this



Algorithm 1: SnowballSampling¢r,£r,N,d,s)
seed «— randomly sample nodes fromVr
VS — (Z)
55 — (Z)
while |[Vs| < N do
newseed « ()
while |seed| > 0 and [Vs| < N do
n < get an element fromeed
VS — VS U {n}
V), < randomly samplé& neighbors ofx
while |V,| > 0 and [Vg| < N do
nn < get an element frony,
if nn ¢ seed then newseed < newseed U {nn}
if nn ¢ Vg then Vg «— Vg U {nn}
Es — EsU{(n,nn)}
for u € Vg do
if (u,nn) € Erthen &g «— Es U {(u,nn)}
else if(nn,u) € Erthen Eg — Es U {(nn,u)}
end
end
end

seed «— newseed
end

for future work), but our experiments have shown that it gdlproduces more homoge-
neous data than random sampling. We measure data homgdmsirilie average degree,
that is, the mean average of the number of ties a individugltha transitivity, that is, the
proportion of transitive relationships present in the reky and the average clustering,
that is, the mean average of the proportion of transitivati@hships in the neighborhood
of an individual. A transitive relationship is a triangletime corresponding graph of the
web-of-trust indicating a situation where someone trustgitustees of their trustees.

We now turn to evaluation metrics. Two common metrics usethfiormation
retrieval are theorecisionand therecall. The former measures how accurate are the
predicted ties, and is calculated as the ratio of the cometinces over the total number
of estimated relationships. A high value indicates thatljpted trust relationships very
often exists in practice. The latter summarizes the progodf true relationships that the
algorithm was able to recover, and is computed as the rattomwéct estimates over the
total number of true relationships in the dataset. A higlu@dbr this measure indicates
that the algorithm was able to retrieve most of the existatgtionships. Finally, a balance
between precision and recall can be obtained by means ofthenhonic mean, denoted
F1-score

LetT = (Vr,&r) andE = (Vg,Eg) denote the true web-of-trust and the es-
timated web-of-trust, respectively. The prediction psem p, recall » and F1l-score
f1 are thus computed, respectively, by= |Er N Eg|/|Eel, v = |Er N Es|/|Er],
fr=2\E&r N Epl/(|Ex] + [ER|)-



Table 1. Properties of the three datasets used in the experiments.
Dataset |£] d t 0

Sy 613 12.26 0.19 0.23
Sa 500 10.0 0.15 0.18
Ss 416 8.32 0.13 0.16

5. Experiments and Discussion

We used the snowball sampling procedure with= 100, d = 10 ands = 1 to produce
three distinct graph samples from the original dataset.ntimber of individuals in each
sample was chosen to be low so that we have a low probabilitigbfcorrelation between
samples and that the Markov Logic models can be performedkdwad_ogic currently
suffers for scalability problems (with respect to learnarg inference), so the number
of samples and the order of each sample have to be a balarwednetisefulness and
feasibility.

We refer to samples by, S, and S;. Table 1 depicts a summary of sample
properties.|E| denotes the number of trust statemedtthe average degree of vertices,
andt and~ the transitivity and the average clustering coefficientthefrelated graph.

To evaluate the classifiers on the trust prediction task, eweldped six baseline
algorithms. The first one, that we denoted ALWAYSY, returtveags true when asked
if a given user has trust on another one. Thus, its precisi@imply the proportion of
relationships in the dataset, and its recall is always mawmimAlthough such a method is
of no use in real domains, it is practical to analyze how agfiyobiased algorithm would
perform. The other five baseline methods are denoted RldbH work by creating simple
rules that infer that if and only if userhas an encounter of typewith other usew than
the trust variabld’,, = 1. In the Epinions.com dataset there are five possible types of
encounter resulting in five different RULE methods.

In order to minimize the possible influence of a particulanpke we ran exper-
iments with the six possible permutations of the three @édsaess training/test instances.
So we used); to train the algorithms and validate them Snand onSs, then to learn
algorithms with.S, and to validate orb; and onsSs; and finally we used; to learn al-
gorithms andS; and S, as validation sets. We averaged the results of each of the six
runs and computed the standard deviation. The results asensim Table 2, where
denotes the precision,the recall andf; the F1-score of the respective method. The first
five rows in the table report on the baseline methods resMitN1 and MLN2 denotes
the first (encounter-based) and the second (propagatiomentgd) models in Markov
Logic. NB, TAN and C4.5 stands for Naive Bayesian Classifieree-Augmented Naive
Bayesian Classifier and C4.5 Decision Tree Classifier, atisedy. The suffixes: andb
indicates whether counting or binary aggregation was usguidpositionalize data. We
highlight the best methods under each metric in the basafidan the classifiers block.

The results, at a first glance at least, are surprising. ®imge methods like
RULE4 and RULES were able to achieve good precision or re@dlles. Indeed, most
of the rating data in the Epinions.com dataset is compoundl ¢made ratings, what can
explain the high ability to recover trust relationshipsioed RULE4 method. On the other



Table 2. Experimental results.

Method p (%) r (%) fi (%)
ALWAYSY 5.10+£ 0.99 100.0+ 0.0 9.69% 1.79
RULE1 0.05t 7.2 0.5HK 0.28 0.9& 0.55

RULE2 10.66t 6.27 1.34& 055 242 1.03
RULE3 20.02- 0.86 22.06 4.18 209+ 2.34
RULE4 22.24 2.5 8443+ 359 3514+ 31

RULES 45.074+10.73 6.07+ 4.61 10.1Z 6.89

MLN1 514 +11.64 8.80+ 5.33 14.1% 6.86
MLN2 49.75+10.21 8.7& 5.25 14.06- 6.74
NBc 40.25+ 4.23 22.7& 7.74 2818+ 5.88
NBb 2485 159 236 +£ 399 24.12+ 2.71
TANc 28.0 +22.42 7.5810.63 10.6413.46
TANbD 13.32£20.74 264 449 44+ 7.29
C4.&x 34.34+33.58 4422 5.08 7.38 7.92
C4.9 0.0 £ 0.0 0.0+ 0.0 0.0+ 0.0

hand, typeb encounters were rare and its presence were quite good attpigd re-
lationship, but it was only able to capture a small portiorthed web-of-trust. These
results display the fact that the Epinions.com data is véagdal. With a more uniform
distribution over ratings we expect these simple methogetiorm much worse.

Markov Logic models had the best precision over all modeth wiprecision of
51.40% and 49.75% for models 1 and 2. Their recall, on the other hand, was not so
good, helding values und®f. Naive Bayesian models perform the opposite, having
the best recall after ALWAYSY and RULE4 baseline methodshwialues 0f22.70%
and 23.60% for the counting and the binary aggregation, respectivé@lgeir F1-score
were also pretty good, competting only with RULE4 F1-scavbpse value was lifted
by the high value of its recall. TAN and C4.5 have been showpeadorm badly in
this scenario, standing among the worse results. In fae,cam see that in the binary
propositionalization version of C4.5 the algorithm wasatale to predict any relationship.

Itis also worth noting that the standard deviation for thecgion metric was very
high in general, reaching the order of the precision valselfiin the case of C4.5, and
being greater than itin the case of TAN. This was caused bgrereg disparity in accuracy
through the use of different training/test set pairs. Sorathods like TAN and C4.5 were
very sensitive to the training data. TAN had a poor perforoeawith S, as training set
and C4.5 perfomed badly whefy was used for learning. Other methods such as MLN
and NB were more sensitive to the sample used as test setMidthand NB had their
best performance whesl, was used for validation~63—66% for MLN and ~42—47%
for NB).

6. Literature Review

Exploiting trust relationships in social networks found the internet is an active field
of research in the computer science community. In [AbduRan 1997], aveb-of-trust
is first introduced to deal with the issue of credential exgjea Instead of having a few



entities working as absolute authorities, the web-ofttalisws any one to be a source of
credentials, this way decentralizing the signature emimsand checking tasks. The same
ideais used in [Richardson et al. 2003] to present a soltitime problem of information
reliability in the semantic web. Information veracity isadked by propagating trust met-
rics among a network of interacting entities. In [Golbeckle?2003], this idea is taken to
web-based social networks, in order to provide trust qtyarécommendations. Such rec-
ommendations can be used for example to rank e-mails [Golnet Hendler 2004] or
filter information [Massa and Avesani 2007, Richardson andhidgos 2002]. All these
works presume a fully-observable web-of-trust to existrat.fi

The procedures we adopted here resemble those of the kukegion literature,
where the objective is to predict the existence of ties anodigiduals based on attributes
of individuals and links. The work of [Popescul and Ungar Z2J#hd [Taskar et al. 2003]
look for solutions of the problem. Whereas they deal withstained networks such as
citation networks, web pages from university departments students friendship, our
work is based on a more general social structure, that of telestionships in a product
review website.

7. Conclusion and Future Work

In this work we tackled the problem of predicting trust redaships among users of a
web community based only in social data such as observecatiens. Particularly, we
analysed real data from a well-known product-review weteitd conducted experiments
using different machine learning techniques.

Our results show, first, that trust prediction is a difficalsk. This can be seen by
the low values of precision and F1-score of all tested methBeélational classifiers such
as our Markov Logic models seems to produce more accuraieates, but are only able
to recover a small fraction of the true relationships pregeata. On the other hand,
simple rule-of-thumbs such as RULE4 have been shown to bé geineval algorithms,
exhibiting high recall values.

Because the methods had relatively low accuracies, we meeo the use of
trust predictors only in collaboration with other techregusuch as trust propagation
procedures, that may benefit from augmenting their inpua déth more informa-
tion [Richardson et al. 2003, Golbeck et al. 2003].

Tasks such as suspicious scoring, however, may benefit froma balanced meth-
ods with a higher F1-score such as the case of Naive Baye$asifiers, increasing the
range of relationships captured without much loss in pregisThis is the case where
it is cheap to check estimated data for veracity but it mayxpemesive to produce true
estimates.

Data structure has shown to have a great impact in the peafarenof the different
methods tested. It has also shown to impact differently éggl of algorithm used.
Future research must be done to investigate the causesloeffacts in link prediction
tasks based solely on link attributes such as the case ofviris, and to what extent
different methods such as the ones used here are affectatidrgnt data properties.

Another task for the future is the study of other aggregatemmniques and the
enrichment of the Markov Logic models, perhaps with a mixmigositionalized data in



order to reduce grounded model complexity.
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