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ABSTRACT

This paper introduces a pipeline that assembles a dataset of
metocean conditions consisting of wind, wave and surface cur-
rents, and then clusters this data to find the characteristic envi-
ronmental conditions of each region in the Brazilian coast and
the associated Exclusive Economic Zone. Clustering uses the
Partitioning Around Medoids algorithm with the silhouette coef-
ficient. As examples, we first present an analysis for the whole
Exclusive Economic Zone and then a focused analysis around the
Santos port in Southeastern Brazil.

INTRODUCTION

The Brazilian coastal waters carry significant international
trade and valuable natural resource exploration, corresponding to
about 95% of Brazilian oil, 80% of gas and 45% of fishery. Due
to its size and importance, that region of the ocean is also called
the Blue Amazon. It is thus important to characterize the typical
meteorological and oceanic (metocean) conditions of this region,
as such a characterization can yield insights and help planning
activities in the sea, for instance, the construction of oceanic and
coastal structures, vessel operations, fishing, extraction of miner-
als, ecological and environmental forecasting. Metocean condi-
tions of particular interest are the currents at the sea surface, the
gravity waves and winds close to the sea level.

Several previous efforts have applied cluster analysis to
characterize metocean parameters, usually to obtain the input for
another process (such as fatigue simulations for structures at the
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sea) or to gain insight into the environmental elements of a re-
gion. Most studies in the literature focus on clustering a single
environmental phenomenon, such as surface waves [1-3], and
ocean currents [4—6], while a few studies cluster more than one
environmental phenomena such as currents and waves [7-9] or
current, waves and wind [10]. Such existing proposals apply
different clustering algorithms: k-means, Ward’s algorithm, and
self-organizing maps. Results are either subjectively evaluated
by an expert, or objectively evaluated through a metric, for in-
stance the quantization error or the decrease in accuracy of a
fatigue simulation by using the clustering result as an input in-
stead of the entire dataset. When more than one variable is used,
the variables are either normalized or converted to a comparable
quantity (e.g. ocean waves can be seen as an oscillatory water
current for some applications).

Most applications in the literature only focus on small geo-
graphical regions or in a single environmental element. Hence,
our contribution here is both to build a large dataset of diverse si-
multaneous metocean environmental elements encompassing the
totality of the Blue Amazon, and to generate descriptions that
capture the large-scale characteristic conditions of the entire re-
gion.

To achieve those objectives, we merged metocean data from
the NOAA’s and HYCOM'’s databases of reanalysis models for
the entire Brazilian Coast with respect to a period of 11 years. We
characterized the most common environmental conditions on the
Brazilian coast in the year of 2009 by the application of Parti-
tioning Around Medoids (PAM, also known as k-medoids). The



best number of clusters was obtained by the silhouette method.
Results are presented in this paper. In future work, this pipeline
will be integrated into the BLue Amazonia Brain project (BLAB)
now in progress, so as to provide a basic tool for extracting the
most common characteristic conditions of regions in the Blue
Amazon [11].

The next section discusses the datasets we have merged. The
third section describes the clustering method we have employed,
and the fourth section describes the application of the clustering
method to the data. The last section presents the conclusion and
next steps for this work.

Data and Datasets

The dataset used in this paper was assembled from two dis-
tinct datasets available on online repositories of agencies respon-
sible for meteorology at a large scale.

The first dataset is provided by HYCOM [12] and consists
of measurements of water elevation, current horizontal veloci-
ties, temperatures and salinity for 40 different depth levels and
for the ocean floor. That reanalysis data was obtained by assim-
ilating satellite and in situ data in the numerical models of the
global ocean flow using the Navy Coupled Ocean Data Assimi-
lation (NCODA) based on multi-variate optimum interpolation.
That data encompasses the entire ocean between latitudes 90°
North and 80° South in a rectangular grid with a resolution of
about 1/12°. The dataset for this model encompasses the period
between 1% January 1994 and 31* December 2015. More infor-
mation about the hydrodynamic model can be found in the work
of Chassignet and co-authors [13]. More information about the
data assimilation is available in the works of Cummings [14], and
Cummings & Smedstad [15]

The second dataset is provided by the National Oceanic and
Atmospheric Agency [16] and consists of mean wind speed and
mean wind direction at 10m height and significant wave height,
mean period and direction. These values were obtained from the
Global Multi-Grid Wave Model product that uses the WaveWatch
IIT at its core, where the wave spectral equations are solved by
taking into account the interaction between the sea and the winds.
The Global Multi-Grid Wave Model is run with wind bound-
ary conditions from the Global Forecasting System (GFS) from
NOAA. The data for this model is available between 1 Febru-
ary 2005 and 11" March 2019. This data is available for the
entire globe with latitudes between 77.5° South and 77.5° North,
with a resolution of 0.5°. More information is available in the
WaveWatch III user manual [17].

Both agencies provide a server where a URL query can be
sent by the users, and if it is valid, the server returns a netCDF
file. The query can define a bounding box for the data, the time
spawn for the data, the desired variables to be included, among
other parameters. An overview of the entire pipeline, from the
data acquisition to the cluster analysis is shown in Figure 1.
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FIGURE 1: Overview of the pipeline used to assemble the dataset
and to find the environmental conditions of the regions.
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By joining both sources of environmental data we obtained
a combined dataset containing values of surface ocean currents
velocities, wind velocities and surface waves’ significant height,
mean period and mean direction encompassing the period be-
tween February 2005 and December 2015, having values for ever
three hours starting at midnight of each day. As both sources pro-
vide data for the same hours of the day (00:00, 03:00, 06:00, ... ,
21:00), no interpolation was made with respect to time. For spa-
tial coordinates we used the NOAA’s coarser grid (resolution of
0.5° in latitude and longitude) in our dataset. The HYCOM grid
coincides with NOAA’s grid for integer latitudes and longitudes,
so no interpolation was needed; for the half angles between the
integers we selected the HYCOM currents in the closest point
available. The only data cleansing made was to remove incom-
plete time-steps (the ones with missing currents), as the original
data is provided already clean by the agencies.

This data is available for the entire bounding box shown in
Figure 2 with a spatial resolution of 0.5° in latitude and longi-
tude. The dataset’s geographic bounding box was selected to
fully encompass the Brazilian Exclusive Economic Zone. For the
entire period each one of the 2307 geographical points has 31523
complete time-steps, and 490 time-steps with missing currents
(that were discarded in the assembled dataset). An overview of
the assembled dataset structure is depicted in Table 1.

Clustering the Blue Amazon
Due to the size of the dataset, we must handle, we must use
an automatic clustering procedure where parameter fine-tuning

Copyright © 2022 by ASME
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FIGURE 2: Geographic region of interest where ocean data was
collected. The bounding box has latitudes between 8°N and 36°S
and longitudes between 26°W and 55°W, thus encompasses the
Brazilian Exclusive Economic Zone [18]

is reduced to a minimum. The most crucial parameter that we
desire to tune automatically is the number of groups in the data,
henceforth defined as k, as the number of groups together with
its members characterize the region.

Some authors have proposed methods to automatically iden-
tify the number of groups in a dataset. Examples are the density-
based algorithm OPTICS — Ordering Points to Identify the
Clustering Structure [19], and Gaussian Mixture [20]. Another
possible approach is to use a single metric, such as the silhouette
coefficient or Davies-Bouldin index, to evaluate the best number
of clusters in the data. We used the silhouette coefficient as the
criterion for selecting the best number of clusters. The silhou-
ette coefficient was selected due to its good performance under
different scenarios [21].

The clustering algorithm selected was the Partitioning
Around Medoids, also known as k-medoids. This clustering al-
gorithm assumes that each group in the data has a central element
called medoid, and medoids are selected so as to minimize the
sum of dissimilarities between the elements of the data and their
respective medoids [22].

The k-medoids algorithm was selected instead of the k-
means due to its ability to cluster data using any arbitrary dis-
similarity matrix with guaranteed convergence. This property
will allow the direct use of modular distance for circular vari-

TABLE 1: Structure of the dataset for one pair of lati-
tudes/longitudes used for cluster analysis. The directions (de-
noted by ") follow the oceanic convention: North-East-Down
frame, angles are 0° at North and increase clockwise. Waves
and wind directions are the directions from where the wind and
waves come from. Wave directions are the peak directions.

Coordinates (Latitude,Longitude) = (24.5S,36.0W)

Wind Currents Waves
Vel. Vel. Hs Tp
S a S
(m/s) (m/s) (m) (s)

7.4 218° 0.95 155°  1.05 8.9 130°
6.8 193° 0.80 144°  1.12 8.6 122°
53 160° 0.79 162°  1.11 8.2 125°

ables such as incidence angles and time of the year.

The wind velocity, current velocity, wave significant height,
and wave mean period attributes of the dataset were normalized
between 0 and 1 considering the maximum and minimum values
in each attribute, enforcing a maximum distance between ele-
ments of 1 per attribute. Circular attributes such as angles and
time of the year wrap at some value (360°=0° for angles and
24:00 -31%-December = 00:00 -1*-January for time), so they
are normalized between 0 and 2 to keep the maximum distance
equal to 1, as indicated through Equation (1). By keeping the
maximum distance equal to one for all attributes, we guarantee
that all attributes have the same priority in the clustering phase.
Despite the possibility of correlation between the attributes (eg.
wind has influence in waves and currents), we took into account
all attributes in the cluster analysis.

With the data ready, the clustering process was run through
a k-medoids algorithm available in the sklearn library for
Python. The k-medoids allows the use of a dissimilarity ma-
trix, composed by pairwise dissimilarities between elements of
the dataset. In this case the dissimilarity between two datapoints
oy and 0| is defined as a weighted taxicab distance (Equation 1),
where the distance d; is calculated differently if the attribute i
is linear (wind and current velocity, wave significant height and
mean period) or circular (direction, time of the year), according
to Equation (2), where oy, is the value of the i-th attribute of
point oy, and o0; is the value of the i-th attribute of point 0;. The
weights w; > 0 for attributes are user selected, and they depend
on the relative importance of each attribute for the analysis being
made. Hence we have:

oo

dissimilarity(op,0;) = Z wid,, (1
=1
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FIGURE 3: Example of the distances between elements of the
same group (/(k,0;)) and distances to the closest neighbouring
group (g(k,0;)) used to calculate the silhouette coefficient. The
closest neighbouring group is the one with the smallest mean
distances between its elements and o;. [23]

where

d; = min(|op; — 0ji|, (2 — |op; — 0i|)) if variable is circular.

2
The best number of clusters is obtained from the silhou-
ette coefficient metric implemented in the sklearn library, for a
number of clusters (k € {2,...,10}). The silhouette coefficient,
shown in Equation (3), is the average ratio between the mean dis-
tances of the elements of the same group /(k, 0;) and the elements
of the closest group that the elements are not part of g(k,0;),

where o, is the i-th element of a total of N elements in the data:

{di = |op; — 0ji| if variable is linear,

N —1(k,0;)
; k 0) I(k,0:))

3)

Results
In this section we apply our clustering pipeline to different
regions of the Blue Amazon.

Largest clusters in the Brazilian coast

The process described was applied individually to geograph-
ical regions in a rectangular grid with spatial resolution of 1,
totaling 845 locations. In order to reduce computational time a
time window of only one year was used. The randomly selected
year was 2009, so the data period of this analysis starts on 1%
January 2009, and goes until 31" December of the same year.
For this specific year there are 26 dates with missing currents
from a total of 2921 dates; these dates were not used for the clus-
ter analysis. In the present paper, the cluster analysis considered
only the direction of the environmental agents, by giving these
dimensions unitary weight and the others zero weight.

The first analysis was made by plotting the best number of
clusters in each region shown in Figure 4a. It is possible to note

the predominance of regions with two and three groups and only
few geographical points have more than 5 clusters. The silhou-
ette coefficients, provided in Figure 4b, indicate how distinct are
the groups found in each region; lower values mean that there is
less difference between different clusters. In the figure it is pos-
sible to note that regions closer to the coast have slightly higher
silhouette coefficients than the open sea, and notably the north-
east region has the most well-defined clusters accordingly to the
silhouette metric. The increase in the Silhouette coefficient near
the shore can be attributed to the fact that current directions tend
to become parallel to the coast, assuming two opposite directions
along the coast, this mean that the clusters associated with those
currents are on average better separated and thus higher Silhou-
ette coefficients.

The seasonality is also plotted as an indicator of how
the dominant cluster’s environmental conditions are distributed
throughout the year. Figure 4c shows a measure of how unequal
is the occurrence of the cluster throughout the year; this mea-
sure was obtained by Equation (4), by counting the number of
occurrences of the cluster in each month, n;, minus the expected
number of occurrences if the cluster occurrence was equally dis-
tributed across all months n/12, where n is the total number of
elements in the cluster. As there are 8 data points for each day,
the value was then multiplied by 0.125 in order to obtain this
metric in days. In this specific formula the months’ duration is
considered equal to exactly 1/12 of the year.

Given this, we have:

Sc(lat,lon) 4)

n——

12
=0.125)
i=1

A further analysis was made by plotting the mean direction
of each environmental agent in the largest clusters, as well as
the mean velocity for wind and currents, mean wave significant
height and mean period. These plots are shown in Figures 5Sa,
5b, 5¢, 5d. In the North and Northeast regions, the winds in the
main clusters tend to come from the East to the West, in accor-
dance with the Trade Winds. In the South and Southeast coast,
winds go parallel to the coast towards the South. An analysis of
the currents in the largest clusters shows that surface current ve-
locities at the open sea are significantly lower than closer to the
coast, and there is notably a strong stream that goes through the
Northern sea. The waves in the main clusters also go towards the
coast for the most part, with higher heights in open sea regions,
most noticeably in the extreme South of the considered region;
also lower wave periods are found closer to the coast. It is also
possible to notice in Figure 5a that the wind clusters have a larger
variability on the southeast region. This can be attributed to the
cold fronts and pressure centers below the tropical zone.

Copyright © 2022 by ASME
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(a) Best number of groups for each geographical region; it is notice- (b) The silhouette coefficient shows low values for most regions, with
able that most areas closer to the coast have two or three characteristic clear exceptions being the coastline region and the northeast sea.
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(c) A measurement of the seasonality strength; the scale is obtained (d) The mean month when the largest cluster occurs; the scale value
by Equation (4), the larger the number, stronger is the seasonality. represents the months, with 0 being 1% January and 12 being 31%
December.

FIGURE 4: Plots of some of the outputs of the cluster analysis.
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(a) Mean wind directions and mean velocity in the largest clusters, (b) Mean current directions and mean velocity in the largest clusters,

units in the scale are given in ms~!. units in the scale are given in ms~!.

(c) Mean wave significant height and directions in the largest clusters, (d) Mean wave period in the largest cluster in each region, units in the
units in the scale are given in meters. scale are given in seconds.

FIGURE 5: Plots of directions and intensities of the environmental agents in the largest cluster in each region.
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66km

FIGURE 6: The geographic point considered in the regional anal-
ysis [18]

By analyzing Figure 4c, it is notable that there is a larger sea-
sonality in the Northeast and North seas, while in the other areas
the largest cluster of environmental conditions is more equally
distributed throughout the year. Figure 4d shows the average
month of the cluster occurrences.

Regional Analysis: Santos Port Region

A further example using different types of plots is provided
for one specific region of economic importance. The selected re-
gion is the coastal region close to the Santos port in Sdo Paulo.
The analysis is run for the point 24.5°S 46°W, which is the clos-
est grid point to the port, the selected point is shown in Figure
6. The point is around 66km distant from the shore, and only
the directions of environmental elements directions in the year
of 2009 are considered for the cluster analysis, as in the previous
subsection. Since this analysis focuses only on one geographic
point it is feasible to use directional histograms and time series
to get a deeper insight into the data patterns.

The cluster analysis took 2 as the best number of groups.
The first set of plots we use are directional histograms for each
group obtained, to study the distribution of the environmental
conditions in each cluster. These plots are shown in Figures 7a
and 7b, where the correlation between wind and current direc-
tions is apparent. The current goes most of the time parallel to
the coast following the direction of the wind. The waves come
mainly from the South in both groups, but in the first group one
can note a larger percentage of waves coming from the East, that
might also be related to the wind.

The cluster’s mean conditions and their number of elements
are shown in Figures 7c and 7d. The cluster 1 is slightly more
common than cluster 2, and the main difference between the clus-
ters is the wind and current directions. The seasonality can be

seen in Figures 7e and 7f, where it is noticeable that both clus-
ters occur throughout the entire year, but the cluster 2 occurs
more frequently during the fall season. The cluster 2 is normally
associated to cold fronts coming from the South, which is more
frequent (in the Brazilian Southeast coast) during the fall season.

Conclusion

We have developed a pipeline to download and assemble
metocean data from climate agencies and to cluster this data in
order to characterize the most common environmental conditions
in the Brazilian coast. This is an important applied task that is
connected with a region of utmost value to Brazil’s economy and
population.

The k-medoids algorithm was used to cluster the data and
the silhouette coefficient was employed as the only metric to find
the best number of clusters due to their simplicity and lack of
need to fine-tune parameters to cluster large quantities of geo-
graphical points. The method was applied to find typical meto-
cean characteristics in a grid in the Blue Amazon, as we have
discussed in this paper. An example of a more regional analysis
was also presented. It is also noteworthy to consider that the data
used here comes from numerical models. While those models
are calibrated to represent the real world phenomena, it is hard
to assess how well the data represents the ground truth, and real
world measurements might be needed for some applications.

The cluster analysis was separately applied to each geo-
graphical point, but is also possible to apply the cluster analysis
simultaneously to all the dataset points to obtain clusters that en-
compass multiple geographical points. In this paper this was not
done due to the large volume of data (around 2.2 million data-
points per year for a grid with points separated 1° in latitude and
longitude). Depending on the application of interest, it is also
possible to use other clustering methods that may yield alterna-
tive results, such as hierarchical methods or Gaussian mixture
models. And while that methodology’s focus was to find the typ-
ical metocean conditions of the largest clusters, for some appli-
cations the detection of smaller clusters is crucial. In those cases
it is possible to expanding the user defined weights to give more
weight to the conditions deemed critical to the specific applica-
tion.
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