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Abstract—Recommendation systems play a key role in current
online commerce enterprises. Despite their success, they usually
behave like black-boxes from the user perspective, typically
failing to produce high quality human-computer interactions;
interpretability is thus a major concern for the next generation
of recommendation systems. In this paper we propose a model-
agnostic method based on topic models that generates explana-
tions for content-based recommendation systems.

Index Terms—Recommendation Systems, Explanations, Topic
Models, Latent Feature Models

I. INTRODUCTION

Explanation generation has been a topic of great interest in

recommendation systems [1] [2] [3]. Indeed, the performance

of recommendation systems relies not only on their providing

good suggestions, but also on how much their recommenda-

tions contribute to the user making decisions — something

that depends on the user interaction with the system. Previous

studies suggest that users are not just looking for blind

recommendations from a system, but are also looking for a

justification of the system’s choice [4].

Popular techniques employed in recommendation systems,

like matrix factorization (MF) [5] and phrase embeddings [6],

can detect hidden patterns through latent feature models, and

have led to significant advances in performance. However,

as they convert rich semantic information into real-valued

vector-spaces, they are quite hard to interpret. Models like

Latent Dirichlet Allocation (LDA) [7] can instead lead to

decisions that are relatively easy to interpret; as such, they have

recently been used to explain latent features in collaborative

filtering [8]. This paper extends such approaches into a novel

explanation generation method, which is further analysed and

evaluated in the context of content-based recommendation sys-

tems (instead of collaborative filtering ones). We demonstrate

that LDA indeed offers valuable explanations for content-

based recommendations.

The paper is organized as follows. Section II discusses

related work and presents some notation and terminology. We

then propose in Section III an explanation generation method.

We describe empirical results in Section IV, and offer some

concluding remarks in Section V.

II. BACKGROUND

In this section we look first at recommendation systems,

then at topic models, and finally at interpretability.

A. Recommendation Systems

Recommendation systems provide suggestions for items so

as to support user decision-making [5]. User interests are

usually expressed as a historic profile of actions or ratings.

Despite their success [9], recommendation systems often face

difficulties with cold starts and changes in user interests.

Recent efforts have explored adaptive behavior, reinforcement

learning and dialogue systems [10], [11].

Recommendation systems can be classified into six groups:

Content-based, Collaborative filtering (CF), Demographic,

Knowledge-based, Community-based and Hybrid [5]. All of

them aim at identifying similarities, but their targets are

different. While content-based systems are based on item

description, collaborative filtering, on the other hand, con-

siders similarities between users interests, so that recom-

mends items regardless if they are similar or not to the user

profile. Knowledge-based recommendations relies on expert

beliefs about how items meet users needs and preferences.

Community-based and demographic systems are based on

features of the user herself.

As content-based systems do not depend exclusively on

user profiles, they can avoid difficulties like cold-starts; be-

sides, they can be associated with collaborative filtering tech-

niques [12] [13]. One way to build content-based systems is

to rely on latent feature models that map semantically rich

features into numerical vectors. Such embeddings are expected

to map similar items to nearby vectors; thus one can select

items that are similar to any given item. For instance, in Figure

1 we have items eh and et mapped to a two-dimensional space

where the distance d(eh, et) indicates how “similar” they are.

B. Topic Models

A topic model is usually built so as to discover the main

themes that pervade a large collection of unstructured docu-

ments [14]. The first and still most used technique is a three-

level Bayesian network called Latent Dirichlet Allocation

(LDA), in which each item of a collection is modeled as a

distribution over topics and, in the context of text, each topic
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appears as a distribution of words [7]. Figure 2 depicts the

graph behind LDA, with D documents, each one of N words,

and K topics. First, for each document, Θd are sampled. Then,

for each word in this document, a topic Zd,n is chosen; finally,

a word is chosen from a multinomial probability parameterized

by Zd,n. In reality, only the collection of words that constitutes

the documents are observable, so the LDA aims at inferring

this hidden structure from the textual data.

The distribution Θd for a document implies that the topic

βk represents the proportion θd,k ∈ Θd of the total content.

As a result of LDA, each document has its content structured

as topics that can be interpreted as document features.

The most appropriate value for the number of topics is

an hyper-parameter of LDA, and tuning it affects overall

interpretability. The most commonly used metric for this

purpose is known as coherence [15], which measures how

much statements support each other. On the other hand, to

evaluate the models convergence when learning an LDA, one

important metric is perplexity [7].

C. Interpretability

Rarely one follows a recommendation that cannot be backed

by some meaningful words. It is however not easy to establish

when a technique displays high “interpretability” [16], [17].

Intuitively, one should expect that more complicated models

can capture more subtle patterns and hence lead to higher

accuracy; however as the model becomes more flexible, its

interpretability suffers. A recent central concern in in machine

learning has been to reduce the gap between interpretability

and performance. [16] [18]. Note that interpretability is not

the same as transparency; the latter is related to the kinds of

relationships an algorithm can extract [19]. A recommendation

system may fail to be interpretable and yet it may be trans-

parent in that it tells the user the features it relies upon and

the data it collects.

Many techniques now adopt a model-agnostic approach; that

is, they are not limited to a specif class of models. Techniques

vary in scope: some focus on explaining the whole model

of interest (a global or holistic approach) while others focus

on a particular prediction, or a particular set of predictions.

Often the interpretation of a single prediction is based on

the construction of a simpler model “around” the observed

features so as to explain how the observations locally led to

the prediction.

The evaluation of techniques with respect to interpretability

is still a challenge; objective measures are lacking, and the

most effective methods rely on human inspection, a time

consuming and expensive process.

Fig. 1. Euclidean distance as similarity measure between items.

Fig. 2. LDA Graphical model representation.

Fig. 3. Diagram of recommendation system with topic model explainer.

III. TOPIC MODEL EXPLANATIONS

Topic models let one organize, search and filter documents

by identifying previously hidden topics. Due to their intrinsic

interpretability, topic models have recently been proposed

as an alternative to explanation generation in collaborative

filtering [8]. The main assumption behind that work is that

characteristics of a textual description can explain at least

partially the preferences of an user. That is, the user preference

is related to the topics an item is about, and those can be

structured by topic models.

The same intuition can be applied to content-based recom-

mendation systems. That is, a topic model can capture the

meaning behind the opaque latent features used to provide

recommendations. In fact, as the system is expected to rec-
ommend based on content similarity, the explanation should
follow the same working principle.

The goal of this paper is to propose a model-agnostic

method that generates local explanations for a single or group

of content-based recommendations. Therefore, it should not

depend on the algorithm or machine learning model used to

make recommendations: the recommendation system is viewed

as a black-box from the perspective of the explainer. As the

explanations generated by this method are geared towards an

end user, comprehensibility and simplicity are essential.

Figure 3 summarizes the proposal we present in this paper.

First, during the training phase, unstructured data, like textual

documents, are collected (step 1) and preprocessed (step 2).

The preprocessed data are then fed both to the algorithm

building the recommendation system and to the LDA training

algorithm (steps 3 and 4). By learning from the same source,

both models represent the same content; it is however to

be expected that the black box recommendation system will
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capture subtle and complex patterns, while the LDA will be

more interpretable but perhaps less accurate in suggesting

good recommendations.

Example 1: To illustrate these differences, consider a toy

example regarding the movies Guardians of the Galaxy vol.2
(G.G.) and The Arrival. The LDA might represent their respec-

tive distributions over topics (Θd) as the following numerical

representation:

Θi =

[
xalien

xhero

]
: ΘG.G. =

[
0.6
0.4

]
, ΘArrival =

[
0.9
0.1

]
(1)

In this example, consider the topics Alien, Super-Hero. So

one could take that these two movies are about aliens, as both

of them have a high probability for this topic (θd,k). That

is, we can identify the topics that entities have in common.

Suppose additionally that the recommendation system adopts

a complex model that can capture more hidden patterns in the

data than the LDA. Even though the latent features used by

the recommendation system lead to valuable recommendations

based on similarity, they may not be meaningful to a human

subject. �
Returning to our framework, once we have a content-based

recommendation and a topic model learned as indicated before,

the user provides an input, a historic profile Du of previous

liked items (step 5). That is, Du is a list of known items that

as a whole describes the user’s interests.

In step 6 the K items (Dr) whose content are most similar

to those provided by the user’s input (Du) are recommended.

Recommended items Dr are suggested considering similarities

among them and the user profile (Du), but no explicit charac-

teristics are deduced. On the other hand, the LDA encodes the

same entities in terms of a distribution over topics. By applying

the topic model, it is possible to identify the distribution of

topics (Θ) for items (D = Du

⋃
Dr) from both sets (step 7).

The next step is to discover which topics these items have in

common and, thus, which are their content similarities.

Example 2: Back to our toy example: The topic model

turned the movies Guardians of the Galaxy vol.2 and The
Arrival into the distribution of the topics in Expression (1).

One can expect that a recommendation system would take

them to be similar to each other because of the topic Alien. �
The LDA thus provides a representation with interpretable

features (θd,k ∈ Θd) that can be used to connect Du and Dr

in an interpretable manner. We now explain how this is done.

Firstly, let Tu be the set of topics that have probability

greater than 0 for a document u in the user profile. The same

for Tr and a document r in the recommendation set. That is,

(∀tk ∈ Tu) θu,k �= 0, u ∈ Du, θu,k ∈ Θu,

(∀tk ∈ Tr) θr,k �= 0, r ∈ Dr, θr,k ∈ Θr.

Secondly, as the intersection Tu ∩ Tr contains the topics

shared by both u ∈ Du and r ∈ Dr, in order to discover the

topics that are shared by at least one item in user profile and

recommendations, it is calculated this intersection for each

document as presented in Equation (2). Note that even if a

Fig. 4. Toy example for movie recommendations of the topic similarities
model.

topic is shared by members from the same set, if it doesn’t

have a match on the other one, then it is not present in Tp:

Tp =

Du⋂
u

Dr⋂
r

Tu ∩ Tr. (2)

As the topics (T �
p ) do not contribute to establish links

between these two sets, they are, therefore, discarded. The

filtered topics are supposed to contain only the topics (Tp)

that indeed represent similarities between the user profile and

recommendation sets. For example, if an user profile item

is about a topic that does not plays a part in any of the

recommendations, it is removed from our analysis.

Consider the special case where the recommended set and

user profile does not share any topic in common (Tp = ∅). In

this case, as the recommendation cannot be explained, and is

not expected to properly fit the user’s interests, it should be

removed from the recommendation set.

In order to identify their content similarities in a inter-

pretable way, it is necessary to match each item in recom-

mendation set to the user profile ones using the topics (Tp)

to establish connections. These links are then modelled as a

bipartite graph data model (G), in which the user profile and

recommendations are disjoint sets and each item represents

a node. The topics bridges nodes from each set that share a

common subject. It should be noted that the connections are

weighted by the topic probability distribution value. We thus

have

G = (N,E), N = Du ∪Dr,

E = {θd,k|d ∈ D ∧ tk ∈ Tp}.
Example 3: A toy example is depicted in Figure 4: arrows

indicate that an item belongs to a certain topic (the stronger

the relation the thicker the arrow), so the movie “Superman”

is more related “Super-hero” than to “Aliens”. �
To identify the main reasons behind a recommendation, it is

necessary to find the most influential topics; thus a relevance
score must be attributed to each topic. The scoring formula

proposed in this paper is based on the intuition that a good

explanation should emphasize those topics that describe the
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current recommendation using the items the user liked [20].

Given a topic tk ∈ Tp, its score is calculated as:

score(k,Du, Dr) = (γ1
nk,Du

|Du| + γ2
nk,Dr

|Dr| ) ∗ IDF (k), (3)

nk,Du =

Du∑
i

θi,k, nk,Dr =

Dr∑
j

θj,k. (4)

Expression (3) was adapted from Ref. [20]. While nk,Du

is the number of edges, weighted by its respective influence,

that connects the topic tk with the items in the user profile,

nk,Du is similar but regarding items in the recommendation

set. These terms can be interpreted as the summation of

the topic probabilities for each document, as presented in

Expression (4). The terms γ1 and γ2 are weighting factors,

for example γ1 	 γ2 favors topics that are more influential in

user profile’s items than in the recommendations. The IDF (k)
modifies Inverse Document Frequency (IDF) [21] to represent

the proportion of documents about topic tk. Due to IDF,

the pure frequency of a topic is weighted with the inverse

of its popularity, thus more interesting and less common

explanations patterns are likely to emerge [20].

The resulting scores are sorted in descending order and the

top-k are the topics that better represent the content similarity

between the user profile (Du) and the recommendations (Dr).

It is thus possible to establish reasoning like “The item Dr was
recommended because it is about topic tk.”, thus eliciting the

content similarities that support the recommendations.

IV. EXPERIMENTS

To validate our proposal, an explainable content-based rec-

ommendation system for scientific articles was implemented

with our proposed method. We collected a dataset from

publications databases Scopus1 from Elsevier and Web of

Science2 (WoS) from Thomson Reuters. The title and abstract

of 8014 articles from 1971 to 2019 about conversational agents

were collected. We implemented the whole system in Python,

with implementations of doc2vec, LDA and coherence models

available at gensim 3. The plots and tables presented in this

paper were made matplotlib 4 and pandas 5.

The implemented recommendation system used the de-

scriptive information in abstracts to compare and identify

similarities between articles. To do so, we used doc2vec [6]

to build a phrase embedding where each article is represented

by a dense vector that captures semantic relationships. Similar

articles should be mapped to nearby vectors. The recommen-

dation system resorts to a k-nearest neighbors model that

recommends the k closest documents in the embedding space.

For this work, we investigated values of 10, 300 and 100 for

k, for vector dimension and for number of epochs.

1https://www.scopus.com/home.uri
2http://www.webofknowledge.com/
3https://radimrehurek.com/gensim/
4https://matplotlib.org/
5https://pandas.pydata.org/

Figure 5 shows visualization of the 10 nearest (blue) and

the 10 furthest documents (green) for the sample article titled

“Empirical evaluation of a reinforcement learning spoken
dialogue system” (red) in a two dimensional space. To build

this figure, PCA reduced the embedding dimension from 200

to 50 and then the t-SNE algorithm produced coordinates for

each document. One can see that clusters separate well the

documents, suggesting that the embedding is appropriate.

The LDA used in the explainer module had parameters, such

as number of passes and number of topics selected according

to traditional metrics like perplexity, log likelihood [7] and

coherence [15]. This process is detailed in the next section.

To find out after how many passes the topic model converges,

three traditional LDA metrics were employed: log likelihood,

perplexity and topic difference [7]. Perplexity should decrease

monotonically to some point where generalization perfor-

mance is attained. Log likelihood instead increases. The topic

difference represents how much the topics change after each

iteration, when the changes are insignificant the model has

converged. Figure 6 depicts these metrics during the training

of a topic model with 20 topics and 100 passes. By pass 78,

the values of topic diff remain the same up to the 3 decimal

places.

We also had to determine the number of topics that provide

best interpretability. The best objective metrics for this purpose

are those related to model coherence [15]. Figure 7 shows

the values of three coherence metrics (Cuci, Umass and Cv)

for each LDA model varying its number of topics. Despite

the noise, it is possible to observe that Cuci and Cv reach a

maximum between 20 and 30 topics, while Umass exhibits a

slight plateau in the same interval. After a manual inspection

the models in this interval, the one with 29 topics appeared to

be the most interpretable, thus it was selected to be used for

posterior analysis.

Table I contains the 5 topics with the highest coherence

values (cv). These topics seems interpretable and labels can

be assigned to them.

Finally, the topic model and the content-based recommen-

dation system were combined to evaluate the explanation

Fig. 5. t-SNE visualization of the nearest (blue) and furthest (green) for
sample document (red).
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Fig. 6. Convergence curve.

Fig. 7. Coherence curve.

method, so as to answer:

1) The topic model can successfully correlate the items in

user profile with those in recommendations ?

2) The relevance score is able to rank the most significant

topics that justifies the recommendations ?

3) Both a single and a group of recommendations can be

explained using this method ?

As these questions rely on a subjective and qualitative

analysis, the entire system was evaluated via manual inspection

of recommendations and their respective explanations. To

illustrate the analysis, Table IV presents the top 5 most relevant

topics for a sample test case, using γ1 = γ2 = 1 to calculate

the relevance score. Furthermore, the results also contain the

most significant topics for each document. Those topics that

are also taken to be the most relevant ones are highlighted.

Table IV shows that almost all (except one) recommen-

dations share at least one topic in common with the user

profile item, what conducts to the conclusion that the topic

model indeed identified content similarities that connects both

sets, answering the first question. Also, after reading all

recommended articles, was noticed that the topic Healthcare
is the one that better links the recommendation set to the user

profile, what answers the second question.

As shown by Table IV, the most relevant characteristics to

be considered for this set are “health”, “conversational agents”

and “knowledge”, in this order. Therefore, even though the

embedding latent features are not interpretable, the recom-

mendations can be explained by pointing to which topics both

TABLE I
TOP 5 MOST COHERENT TOPICS

Topics
education discussion embodied health knowledge

8 26 9 10 4
learn argument gestur health semant

student base model patient knowledg
learner contain paper behavior intervent gener
tutor proceed contain speech support question
educ topic discuss gener medic inform

develop discuss includ verbal studi structur
environ design anim base sentenc

Topic Coherence (CV)
0.559466 0.550118 0.531331 0.528111 0.522872

TABLE II
RECOMMENDATIONS FOR SAMPLE DOCUMENT

Articles
Point Title

Most Similar
1 optimizing dialogue management with reinforcement learning
2 demonstration of the parlance system
3 personalizing a dialogue system with transfer reinforcement learning
4 designing and evaluating an adaptive spoken dialogue system
5 evaluation of a hierarchical reinforcement learning spoken

Most Dissimilar
11 a multi-modal dialog system for a mobile robot
12 ”sorry, i cannot understand”: ways of dealing with non-undefined
13 rmrsbot - using linguistic information to enrich a chatbot
14 an interactive concierge for independent living
15 7th mexican international conference on artificial intelligence

the recommendation and user profile items have in common.

In addition, a single recommendation can also be explained

by its own topics, for instance, the third recommended item

share with the user profile item the topics “health” and

“conversational interface”, what answers the third question.

Overall, the method can identify latent features (topics) that are

easy to interpret, thus leading to successful local explanations

that are model agnostic as they do not make assumptions about

the recommendation system.

V. CONCLUSION

This paper has proposed a method for explanation genera-

tion in content-based recommendation systems, in addition de-

scribing an implementation and successful tests. Topic models

emerge as powerful tools for explaining complex latent feature

models, notably for document embeddings.

This work is a first step in the development of interpretable

content-based recommendations. The next step is to capture

user feedback with human subjects so as to examine subjetive

properties of explanations in recommendations.
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