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Abstract

This paper presents a complete theory of credal networks, structures that associate convex sets of probability measures with directed acyclic graphs. Credal networks are graphical models for precise/imprecise beliefs. The main contribution of this work is a theory of credal networks that displays as much flexibility and representational power as the theory of standard Bayesian networks. Results in this paper show how to express judgements of irrelevance and independence, and how to compute inferences in credal networks. A credal network admits several extensions — several sets of probability measures comply with the constraints represented by a network. Two types of extensions are investigated. The properties of strong extensions are clarified through a new generalization of d-separation, and exact and approximate inference methods are described for strong extensions. Novel results are presented for natural extensions, and linear fractional programming methods are described for natural extensions. The paper also investigates credal networks that are defined globally through perturbations of a single network.
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1 Introduction

Probabilistic reasoning has gained widespread acceptance in the Artificial Intelligence community as a methodology for the representation of beliefs [65]. But not all beliefs can be cast as sharp numeric values [6,52,68,77]. The theory
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of convex sets of probability measures, variously called the theory of credal sets [52], the theory of imprecise probabilities [76] or Quasi-Bayesian theory [34], offers an alternative to standard probabilistic (Bayesian) procedures. While Bayesian theory employs a single probability measure, the theory of sets of probabilities allows a decision-maker to represent imprecise and incomplete beliefs through a set of measures.

This article presents a complete theory of credal networks, structures that associate convex sets of probability measures with directed acyclic graphs (the author has used the term Quasi-Bayesian networks before, as discussed in Section 3). The main contribution of this article is a theory of credal networks that displays as much flexibility and representational power as the theory of standard Bayesian networks.

Figures 1 and 2 show two credal networks (both examples are discussed in Section 11). In a standard Bayesian network, every variable is associated with a probability measure conditional on the parents of the variable. In a credal network, variables may also be associated with probabilistic inequalities.

The key theoretical problem in credal networks is how to express, detect, and exploit irrelevance and independence relations; the key practical problem in credal networks is how to generate bounds on posterior probabilities and posterior expectations. These questions are addressed in this article through Walley’s definitions of irrelevance and independence. Results in this article show how to express judgements of irrelevance and independence, and how to compute inferences in credal networks. Given a credal network, there are several sets of probability measures that comply with the constraints represented by the network; each one of these sets is an extension of the network. Two types of extensions are investigated. The strong extension of a credal network is the largest set where extreme points are Bayesian networks formed from the network. The properties of strong extensions are clarified through a new generalization of d-separation, and exact and approximate inference methods are described for strong extensions. The natural extension of a network is the largest set of distributions that comply with the constraints represented by the network. Novel results are presented for natural extensions, and linear fractional programming methods are described for natural extensions.

The article also investigates credal networks that are defined globally through neighborhoods of a single Bayesian network. Computation of bounds on variances and decision-making strategies are briefly discussed.

Credal networks can be used to handle imprecise and incomplete beliefs and to conduct robustness analysis of standard Bayesian models. Both activities can now be conducted with two freely available packages (the JavaBayes and the qb packages) that implement the algorithms described in this article. Together,
Fig. 1. Example network: five binary variables (superscript c indicates negation).

\[
\begin{align*}
F & \quad 0.4 \leq p(f) \leq 0.5 \\
B & \quad 0.4 \leq p(b) \leq 0.5 \\
L & \quad p(d|f) = 0.6 \\
D & \quad p(d|f^c) = 0.05 \\
\phantom{B} & \quad p(d|f, b) = 0.8 \\
H & \quad p(d|f^c, b) = 0.1 \\
\phantom{B} & \quad p(d|f^c, b^c) = 0.7 \\
\phantom{B} & \quad p(h|d) = 0.6 \\
\phantom{B} & \quad p(h|d^c) = 0.3
\end{align*}
\]

Fig. 2. Example network: four binary variables (superscript c indicates negation).

\[
\begin{align*}
W & \quad 0.2 \leq p(w) \leq 0.3 \\
X & \quad 0.1 \leq p(x|w) \leq 0.2 \\
Y & \quad 0.8 \leq p(x|w^c) \leq 0.9 \\
\phantom{X} & \quad 0.4 \leq p(y|x) \leq 0.5 \\
Z & \quad 0.5 \leq p(y|x^c) \leq 0.6 \\
\phantom{X} & \quad 0.7 \leq p(z|y) \leq 0.8 \\
\phantom{X} & \quad 0.1 \leq p(z|y^c) \leq 0.2
\end{align*}
\]

dese algorithms and software packages open the field of graphical models to
the theory of sets of probabilities.

2 Article roadmap

Sections 4 and 5 describe concepts and results that are used throughout the article. Section 6 introduces locally defined credal networks and defines the concepts of strong extension and natural extension. Sections 7 and 8 contain the main results for strong extensions and natural extensions respectively. Section 9 briefly describes alternative ways to specify credal networks, employing neighborhoods of standard Bayesian networks. Section 10 deals with inferences for non-atomic events, computation of expectations and variances, and decision-making. Two freely available software systems for credal network inferences are described in Section 11. Section 12 contains concluding remarks. All proofs of lemmas and theorems are grouped in Appendix A.
There exist many theories that deal with uncertainty in various forms; unfortunately, terminology has not been properly standardized. It seems appropriate to clarify some of the terminology related to sets of probabilities even before entering into the technical contents of this article — readers that are not interested in this discussion may choose to skip this paragraph. The first and most important problem is to find a name for the theory that is of interest here. Levi has used the term credal set to refer to a convex set of probability measures, and the term theory of credal sets suggests itself [52]. Giron and Rios have used the term Quasi-Bayesian theory to stress the fact that the theory is not Bayesian but shares several philosophical points with Bayesian theory [34]. Walley has used the term imprecise probabilities in connection with a theory that deals with sets of probabilities [76]. The term Quasi-Bayesian theory has been adopted in the past, and the term Quasi-Bayesian networks has been used to refer to the credal networks of this article [20,21]. However, the development of the scope and power of the theory has suggested that the term theory of credal sets is more appropriate. The work of Zaffalon has suggested the term credal networks [84], and this term is adopted here as a better option than Quasi-Bayesian networks. There are other difficult decisions regarding terminology. The term type-1 extensions [20,21] is replaced by strong extensions in this article, as strong extensions resemble the concept of strong independence [19]. But the term strong extension may not be perfect either, as other options could have been used: decomposable extension, envelope extension, sensitivity extension. The term strong extension should be viewed as a tentative, perhaps temporary, decision. Other points are the choice between lower envelopes and lower probabilities, and the choice between lower previsions and lower expectations. It is hoped that the choices made in this article contribute to standardize terminology in a positive way.

Several notational conventions, grouped in this section, are used throughout the article.

Events are denoted by the first letters of the alphabet: \( A, B, C \). The indicator function of event \( A \) defined through variable \( X \) is denoted by \( I_A(X) \) (one if \( x \in A \) and zero if \( x \notin A \)). Variables are denoted by the last letters of the alphabet (except the variables in Figure 1): \( W, X, Y, \) and \( Z \). All variables are assumed to have finitely many values. Collections of variables are indicated in bold: \( S, W, X, Y \) and \( Z \). The collection of all variables that belong to \( X \) but do not belong to \( Y \) is indicated by \( X \setminus Y \). Functions are indicated by the letters \( f, g \) and \( h \). The symbol \( \sum_X f(X, Y) \) indicates that all variables in \( X \) are summed out from the function \( f(X, Y) \).

The probability measure of an event \( A \) is indicated by \( P(A) \). Because this ar-
article focuses on discrete variables, the function defined by \( P(\{X = x_j\}) \) completely characterizes a probability measure [59]. The term probability density is used to refer to the function \( P(\{X = x_j\}) \) and the symbol \( p(X) \) denotes the probability density of \( X \). The expectation of a function \( f(X) \) with respect to probability measure \( P \) is indicated by \( E_P[f(X)] \). The probability of event \( A \) conditional on event \( B \) is denoted by \( P(A|B) \). The notation \( P(A|x) \) indicates the probability measure conditional on the event \( \{X = x\} \). The expectation of a function \( f(X) \) with respect to the conditional measure \( P(\cdot|B) \) is denoted by \( E_P[f(X)|B] \). Note that \( E_P[f(X)|Y] \) represents a function of \( Y \).

A convex set of probability measures is indicated by \( K \). A convex set of measures is such that, if measures \( P_1 \) and \( P_2 \) belong to the set, then the measure \( \alpha P_1 + (1 - \alpha) P_2 \) also belongs to the set for \( \alpha \in [0, 1] \). A credal set \( K(X) \) contains probability measures induced by densities \( p(X) \). A credal set \( K(X|B) \) contains probability measures induced by densities \( p(X|B) \). The notation \( K(X|Y) \) denotes a collection of credal sets indexed by \( Y \): Each value \( y \) of \( Y \) is associated with \( K(X|Y = y) \).

The expression “\( K(X) \) is defined by a set of densities \( k(X) \)” means that \( K(X) \) contains all and only measures induced by densities in the set \( k(X) \). The expression “\( p(X) \) belongs to \( K(X) \)” means that the measure induced by the density \( p(X) \) belongs to \( K(X) \).

4 Graphical models of inference

Representations based on graphs are commonplace in Artificial Intelligence, for example in the analysis of games, search problems, and planning [65]. A popular graphical representation for probabilistic models is the Bayesian network formalism [45].

A Bayesian network represents a joint probability density over a set of variables \( \mathbf{X} \). The joint density is specified through a directed acyclic graph. Each node of this graph represents a variable \( X_i \) in \( \mathbf{X} \); the parents of \( X_i \) are denoted by \( \text{pa}(X_i) \). Each variable \( X_i \) is associated with a conditional density \( p(X_i|\text{pa}(X_i)) \), and every variable is assumed independent of its nondescendants non-parents given its parents. Such a structure induces a unique joint probability density through the following expression [62]:

\[
p(\mathbf{X}) = \prod_i p(X_i|\text{pa}(X_i)).
\]
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A directed acyclic graph may display \( d \)-separation relations [33]. The definition of \( d \)-separation is somewhat involved. Given three collections of variables \( \mathbf{X}, \mathbf{Y} \)
and Z, suppose that along every path between a variable in X and a variable in Y, there is a variable W such that: either W has two converging arrows and is not in Z and none of its descendants are in Z, or W is in Z. Then X and Y are d-separated by Z. A key property of Bayesian networks is that graphical d-separation implies probabilistic independence [62, page 117].

Working with d-separation relations in Bayesian network learning, Spirtes, Glymour and Scheines have introduced the concept of faithfulness [72]. A probability measure is faithful to a directed acyclic graph when every independence relation entailed by the measure corresponds to a graphical d-separation relation. Note that Pearl used the concept of D-mappness for undirected graphs with similar meaning [62].

Given a Bayesian network, the event E denotes the evidence in the network. For example, \( E = \{X_1 = x_{12}, X_3 = x_{31}\} \) fixes the values of variables \( X_1 \) and \( X_3 \). The symbol \( X_E \) denotes the collection of variables that have values fixed by the evidence \( E \); for example, \( X_E = \{X_1, X_3\} \).

Inferences with Bayesian networks usually involve the calculation of the posterior marginal for a queried variable \( X_Q \) [25,61]. The symbol \( X_{QE} \) denotes the variables in \( X_E \) plus the queried variable \( X_Q \).

The construction of a Bayesian network demands a number of precise probability assessments. Several non-Bayesian attempts have been made to relax this requirement through possibility theory [32], Dempster-Shafer theory [69] or even purely heuristic approaches [70]. These approaches depart radically from usual axioms of decision-making and are not pursued further in this article. A less radical non-Bayesian strategy is to associate interval-based probability values with variables in a network [8,16,31,38,41]. Interval representations have two problems. First, it is not always possible to apply Bayes rule to an interval-valued measure and to obtain an interval-valued posterior measure [16,38]. Second, there is no unique way to define independence for interval-valued measures [15].

An alternative to interval-based probability is the theory of closed convex sets of probability measures. In this theory, conditioning is easily defined: a set of conditional measures is obtained by applying Bayes rule to each measure in a set of probability measures. But the concept of independence is still controversial (both de Campos and Moral [23] and Couso et al [19] discuss several concepts of independence for credal sets). The lack of agreement on a definition of independence has led researchers to associate graphical models with convex sets of measures in a heuristic manner [10,12,29,55,74,75]. In previous work, concepts of independence have been proposed either to simplify computations, or to mimic concepts in standard probability theory. This has led to paradoxes and controversies regarding the semantics of graphical models,
and has left the study of independence relations to the side [15]. Instead, this article starts from a definition of independence based on axioms of preferences and proceeds from this solid foundation.

5 Sets of probability measures

In the real world we rarely meet all the assumptions of a Bayesian model. First, we have to face imperfections in a decision-maker’s beliefs, either because the decision-maker has no time, resources, patience, or confidence to provide exact probability values. Second, we may deal with a group of disagreeing experts, each specifying a particular probability [52]. Third, we may be interested in abstracting away parts of a model and assessing the effect of this abstraction [15,39]. In such circumstances, it is advisable to consider extensions of probability theory that can handle imprecise or incomplete beliefs [24]. One practical application of this strategy can be found in the field of robust Bayesian statistics, whose goal is to employ convex sets of probability measures to represent perturbations in probabilistic models [7,46,80]. Robustness analysis seeks an exhaustive description of the relation between perturbations and posterior values, in contrast to the small-scale perturbations that are the object of sensitivity analysis [49,57].

The theory of sets of probability measures aims at representing beliefs and evaluating decisions under incompleteness and imprecision [34,52]. Several theories use similar representations: inner/outer measures [36,41,63,73], lower probability theory [8,16,31,71], imprecise probabilities [76], convex Bayesianism [38], probability/utility sets [67]. Some theories, like Dempster-Shafer theory [68], can be cast mathematically, but not conceptually, in terms of convex sets of probability measures [41].

A closed convex set of probability measures is called a credal set [52]; existence of credal sets is derived from axioms about preferences [34]. [An informal introduction to aspects of the theory of credal sets can be found at http://www.cs.cmu.edu/~qBayes/Tutorial/.] A credal set defined by a set of densities \( p(X) \) is indicated by \( \mathcal{K}(X) \). A credal set defined by a set of joint densities \( p(X) \) is called a joint credal set and is indicated by \( \mathcal{K}(X) \).

This article deals with credal sets that are specified as the convex hull of a finite number of probability measures; such finitely generated credal sets are polytopes in the space of probability measures [37]. In the context of variables with finitely many values, most of the standard models used in robust statistics are finitely generated credal sets.

**Example 1** An \( \epsilon \)-contaminated class is a credal set characterized by a prob-
ability density \( r(X) \) and a real number \( \epsilon \in (0,1) \); the class contains all probability densities \( p(X) \) such that \( p(X) = (1 - \epsilon)r(X) + \epsilon q(X) \), where \( q(X) \) can be any density \([6]\). Alternatively, an \( \epsilon \)-contaminated class is a credal set containing all densities \( p(X) \geq (1 - \epsilon)r(X) \) \([8,42]\). When \( X \) has finitely many values, an \( \epsilon \)-contaminated class has a finite number of vertices, defined by the densities \((1 - \epsilon)r(X) + \epsilon I_{x_j}(X)\), for all the values \( x_j \) that the variable \( X \) may assume \((I_{x_j}(X) \) is the indicator function of \( x_j).\)

Given a credal set \( K(X) \), lower and upper bounds on probability can be generated for any event \( A \):

\[
P(A) = \min_{P \in K} P(A), \quad \overline{P}(A) = \max_{P \in K} P(A).
\]

The set-function \( P(A) \) is called a lower probability; the set-function \( \overline{P}(A) \) is called an upper probability. Lower densities \( \underline{p}(X) \) and upper densities \( \overline{p}(X) \) are defined similarly, taking pointwise minima and maxima of densities induced by a credal set. Lower probabilities can be obtained from upper probabilities through the expression \( P(A) = 1 - \overline{P}(A^c) \). Note that a credal set always creates unique lower and upper probabilities, but lower and upper probabilities do not define a unique credal set \([76, \text{Section 2.7}\].

**Example 2** A density bounded class is a credal set containing all probability measures \( P(A) \) such that \( L(A) \leq P(A) \leq U(A) \); \( L(A) \) and \( U(A) \) are arbitrary non-negative measures so that \( L(A) \leq U(A) \) for all \( A \), \( L(\cup A) \leq 1 \) and \( U(\cup A) \geq 1 \)[50,51]. The lower and upper probabilities for an event \( A \) are respectively \( \max(L(A),1-U(A^c)) \) and \( \min(U(A),1-L(A^c)) \).

**Example 3** A total variation class is a credal set containing all probability measures \( P(A) \) such that \( |P(A) - R(A)| \leq \epsilon \) for any event \( A \), where \( R(A) \) is a given probability measure and \( \epsilon \) is a real number in the interval \((0,1)\)[80]. The lower and upper probabilities for an event \( A \) are respectively \( \max(R(A) - \epsilon, 0) \) and \( \min(R(A) + \epsilon, 1) \).

Given a function \( f(X) \), lower and upper expectations are respectively defined as:

\[
\underline{E}[f(X)] = \min_{P \in K} E_P[f(X)], \quad \overline{E}[f(X)] = \max_{P \in K} E_P[f(X)].
\]

Maxima and minima of expectations can only occur at the vertices of a credal set \([76]\). Lower expectations can be obtained from upper expectations through the expression \( \underline{E}[f(X)] = -\overline{E}[-f(X)] \). The lower probability for an event \( A \) can be obtained by taking the lower expectation of the indicator function \( I_A(X) \).
A credal set generates lower and upper values for any functional. Consider the variance of a variable \( X \), defined as \( V_P[X] = E_P[X^2] - \left( E_P[X] \right)^2 \). The lower and upper variances are respectively:

\[
\underline{V}[X] = \min_{P \in \mathcal{P}} V_P[X], \quad \overline{V}[X] = \max_{P \in \mathcal{P}} V_P[X].
\]

The conditional credal set \( K(X|A) \) is defined by conditional densities \( p(X|A) \). Inference is generally performed by applying Bayes rule to each measure in a joint credal set. A posterior credal set is the union of all posterior measures obtained in this process. If the event \( A \) has lower probability equal to zero, the posterior credal set \( K(X|A) \) is not specified by the joint credal set alone [76, Chapter 6]. The difficulties of handling zero lower probabilities are discussed in Section 6. Note that if the event \( A \) has lower probability larger than zero, the vertices of a posterior credal set \( K(X|A) \) can be obtained by applying Bayes rule only to the vertices of the corresponding joint credal set [34].

**Example 4** A density ratio class is a credal set containing all probability measures \( P(A) \) such that \( L(A)/U(B) \leq P(A)/P(B) \leq U(A)/L(B) \) for any events \( A, B \), where \( L(A) \) and \( U(A) \) are arbitrary positive measures such that \( L(A) \leq U(A) \) for all \( A \) [26]. Bounds on the posterior probability for an event \( A \) given event \( B \) are \( \underline{P}(A|B) = L(A \cap B)/(L(A \cap B) + U(A^c \cap B)) \) and \( \overline{P}(A|B) = U(A \cap B)/(U(A \cap B) + L(A^c \cap B)) \). For an arbitrary function \( f(X) \), the upper and lower expectations are respectively the solution of the non-linear equations in \( \lambda \) [26]:

\[
\sum_j \left( U(x_j) \max(f(x_j) - \lambda, 0) \right) + \sum_j \left( L(x_j) \min(f(x_j) - \lambda, 0) \right) = 0,
\]

\[
\sum_j \left( L(x_j) \max(f(x_j) - \lambda, 0) \right) + \sum_j \left( U(x_j) \min(f(x_j) - \lambda, 0) \right) = 0.
\]

Given a credal set and a function \( f(X) \), the lower expectation of \( f(X) \) conditional on an event \( A \), \( \underline{E}[f(X)|A] \), is the unique solution of the following equation in \( \lambda \), called generalized Bayes rule [76, Section 6.4]:

\[
\underline{E}[\lambda I_A(X)] = 0.
\]

A bracketing algorithm that solves this equation is Lavine's algorithm [50].

Currently there is no standard way to define independence relations with credal sets [5,15,23,48,78]. The results presented in this article adopt Walley's definition of independence [76, Chapter 9], because this formulation can be reduced to preference relations. Walley's original definition is stated in terms of lower expectations; to develop a theory of convex sets of measures, the next paragraphs formulate the same concept in terms of credal sets.
Two credal sets $K(X|Y = y, Z = z)$ and $K(X|Y = y)$ are said equivalent if any measure in the convex hull of $K(X|Y = y, Z = z)$ also belongs to the convex hull of $K(X|Z = z)$, and vice-versa.

**Definition 5** Variables $Y$ are irrelevant to $X$ given $Z$ if $K(X|Z = z)$ is equivalent to $K(X|Y = y, Z = z)$ for all possible values of $Y$ and $Z$.

**Definition 6** Variables $X$ and $Y$ are independent given $Z$ if $X$ is irrelevant to $Y$ given $Z$ and $Y$ is irrelevant to $X$ given $Z$.

Note that $Z$ can be empty; in this case the irrelevance and independence concepts are not “conditional” on any variable.

It is interesting to ask what are the graphoid properties of the previous definitions, as these properties are important in connection with Bayesian networks [62]. Irrelevance satisfies appropriate versions of the decomposition, weak union and contraction properties; independence satisfies symmetry, decomposition and weak union [22]. Note that irrelevance does not satisfy symmetry, and independence does not satisfy the contraction property. The importance of the graphoid properties is further discussed in Section 8.4.

6 **Locally defined credal networks**

This section defines credal networks that are generated by associating credal sets with a directed acyclic graph.

**Definition 7** A locally defined credal network is a directed acyclic graph where every node is associated with a variable $X_i$ and a collection of local credal sets $K(X_i|\text{pa}(X_i))$, and where a method for the combination of the local credal sets is specified.

The rationale for the previous definition is as follows. In a standard Bayesian network, Expression (1) uniquely specifies a joint density as a combination of “local” conditional densities. There is no analogue to Expression (1) in credal networks. Instead, it is more appropriate to ask a decision-maker to explicitly determine how to combine the local credal sets in a given network.

The local credal sets are the **quantitative constraints** of the network. A joint credal set that satisfies all constraints (quantitative and qualitative) in a credal network is called an **extension** of the network.

The key technical difference between standard Bayesian networks and locally defined credal networks is that more than one extension may exist for a credal
network. The following example suffices to illustrate this point.

**Example 8** Consider the network in Figure 2. It is possible to generate a joint credal set $K(W,X,Y,Z)$ with two extreme points, $P_1$ and $P_2$, that satisfies all quantitative constraints in the network. The joint distribution $P_1$ corresponds to Expression (1) with the lower bounds for $p(w)$, $p(x|w)$, $p(x|w^c)$, $p(y|x)$, $p(y|x^c)$, $p(z|y)$ and $p(z|y^c)$; the joint distribution $P_2$ corresponds to Expression (1) with the upper bounds for these probabilities. It is also possible to generate a second joint credal set $K(W,X,Y,Z)$ with 128 extreme points, using Expression (1) with every combination of lower and upper bounds for $p(w)$, $p(x|w)$, $p(x|w^c)$, $p(y|x)$, $p(y|x^c)$, $p(z|y)$ and $p(z|y^c)$.

At first, it is tempting to adopt a methodology that uniquely selects an extension for any given credal network. The literature offers a collection of approaches that are based on this strategy [10,12,55,74,75,83]. But this strategy usually fails to provide a satisfactory semantics for the selected extension, and fails to give meaning to statements of irrelevance and independence in credal networks. A more promising approach, advocated in this article, is to start from a principled definition of irrelevance and independence and then accept that several extensions may be generated from a single network.

Two types of extensions are analyzed in this article: strong extensions and natural extensions. Other extensions may be considered for specific applications, but strong and natural extensions provide a solid foundation for the study of locally defined credal networks.

**Definition 9** The strong extension of a locally defined credal network is the convex hull of all joint measures that satisfy Expression (1) when each density $p(X_i|\text{pa}(X_i))$ (for each value of $\text{pa}(X_i)$) is selected from the local credal set $K(X_i|\text{pa}(X_i))$.

A strong extension is the largest joint credal set where all extreme points satisfy Expression (1). Strong extensions are the most common type of credal network studied in the literature, due to their intuitive similarity to standard Bayesian networks [10,12,23,29,56,74]. Section 7 investigates the irrelevance relations that are implied by this particular method of combination for local credal sets. The term strong extension is inspired on the concept of strong independence proposed by Cousu et al [19].

**Definition 10** The natural extension of a locally defined credal network is the largest joint credal set containing joint measures that comply with the quantitative constraints of the network and with a given collection of irrelevance relations.

Section 8 investigates several strategies to specify well-defined natural extensions through irrelevance relations. The term natural extension is adapted
from Walley’s terminology [76].

The choice of the “correct” extension depends on problem-specific considerations, but general guidelines can be useful to reach a decision. In short, the theory of natural extensions is more flexible and powerful, while the theory of strong extensions is quite similar to the standard theory of Bayesian networks and leads to relatively simple algorithms.

The flexibility of natural extensions comes from the fact that, when constructing the natural extension of a network, a decision-maker is free to choose the irrelevance relations that must hold in the extension. An extreme position is not to impose any irrelevance relation on the extension, adopting the view that the various credal sets in the network interact in unknown ways. Alternatively, the decision-maker may be meticulous enough to go through every possible irrelevance relation in a network, deciding which relations are valid and which relations are invalid. Finally, the decision-maker may adopt an entirely different strategy by generating irrelevance relations through some automatic scheme; for example, a decision-maker may require that all non-descendants non-parents of a variable be independent of the variable given the variable’s parents (Section 8).

Natural extensions embody a least commitment strategy: a natural extension satisfies every constraint in a network, but no other constraints. As such, natural extensions can accommodate incompleteness and imprecision of beliefs more flexibly than strong extensions. Several types of uncertainty that can be represented by a natural extension cannot be represented either by standard Bayesian networks or by strong extensions.

The advantages of natural extensions come at a price, as natural extensions require significant effort during model specification and during inference. The specification effort can be minimized if the decision-maker adopts some automatic scheme to generate irrelevance relations. But the computational effort involved in manipulating natural extensions seems to be the main difficulty in practice. No algorithm is known that can bypass the potential complexity of natural extensions — the algorithms presented in this article are the first ones to deal with natural extensions of credal networks, and they can be seen as basic tools to solve small problems, helping pave the way to the development of more efficient algorithms in future research.

Strong extensions are computationally more tractable than natural extensions; several methods of standard Bayesian networks can be adapted to work with strong extensions. In addition, strong extensions can be justified from the point of view of robustness analysis. Here the decision-maker is trying to construct a set of models that contains some underlying Bayesian network; the objective is to study how the model variations affect inferences [7]. Strong extensions
always have extreme points represented by standard Bayesian networks, so they are well suited to robustness analysis.

The next sections investigate the theory and practice of strong and natural extensions. To simplify the presentation, algorithms are developed only for the calculation of the posterior upper probabilities:

\[
P(X_Q = x_Q | E) = \max \left( \frac{p(X_Q = x_Q, E)}{p(E)} \right)
= \max \left( \frac{\sum_X I_{(X_Q = x_Q, E)}(X_Q E) p(X)}{\sum_X I_E(X_E) p(X)} \right)
= \max \left( \frac{\sum_{X \setminus X_Q E, X_Q E = x_Q E} p(X)}{\sum_{X \setminus X_E, X_E = x_E} p(X)} \right).
\]

(2)

Lower probabilities can be obtained through the same operations by replacing maximization with minimization.

To simplify the discussion, it will be assumed throughout that every combination of variables has positive lower probability. A similar assumption has been advocated for standard probability models, where it has been argued that every event should receive at least some small probability [28]. Zero probabilities are even more delicate in the theory of credal sets. It should be noted that “lower probability zero” is quite a weak statement, as an event with zero lower probability may occur with a positive upper probability. What are the coherency conditions that must hold in this situation, as automatic application of elementwise Bayes rule certainly fails? There is no complete agreement on how to proceed in such situations, so the positivity conditions seems to be necessary at this point; future research must investigate the consequences of abandoning the positivity condition.

Fundamentally, calculation of a posterior upper probability is an optimization problem over a closed convex set. This insight is applied in all algorithms in this article; in independent work, Cano et al [10,11] and Zaffalon [83] have explored the same observation for strong extensions.
7 Strong extensions: Theory and algorithms

Section 7.1 presents a novel result that ties strong extensions to graphical \(d\)-separation. Algorithms for strong extensions have been analyzed previously in a variety of fields; the algorithms in Sections 7.2 and 7.3 unify previous work, rather than present fundamentally new results.

7.1 Irrelevance, independence, and strong extensions

The appeal of strong extensions comes from their intuitive similarity with standard Bayesian networks. This intuition can be formalized using Walley’s definition of independence:

**Theorem 11** Given a credal network where every combination of variables has positive lower probability, any graphical \(d\)-separation relation in the credal network corresponds to a valid conditional independence relation in the strong extension of the network.

This new result demonstrates that strong extensions mimic the properties of standard Bayesian networks as independence maps [62, page 119]. The theorem also complements results by Cano et al in their study of independence concepts that satisfy \(d\)-separation [12]. Theorem 11 demonstrates that Walley’s independence relations exhibit the desired correspondence with \(d\)-separation, and justify the intuitive similarity between strong extensions and standard Bayesian networks.

Theorem 11 has important algorithmic consequences. For example, consider a query involving a variable \(X_Q\) and evidence \(E\). All variables that do not affect computation of \(p(X_Q = x_Q | E)\) can be obtained by \(d\)-separation in polynomial time [33]. Every algorithm in Sections 7.2 and 7.3 must start only after \(d\)-separation is used to remove unnecessary variables.

7.2 Enumeration algorithms

One way to generate inferences with strong extensions is to enumerate all possible vertices of the posterior credal set \(K(X_Q | E)\). The first such algorithm was proposed by Cano et al [10,12]. The Cano/Cano/Moral (CCM) transformation takes a locally defined credal network and produces a standard Bayesian network. Suppose that the local credal sets \(K(X_i | pa(X_i))\) can be combined in \(m\) ways (where \(m > 1\)); each combination is a function \(p_l(X_i | pa(X_i))\) for \(1 \leq l \leq m\). The CCM transform adds a new variable \(X'_l\) to the network, where
Fig. 3. The CCM transformation for variable $X_i$.

$X'_i$ has $X_i$ as its only child (Figure 3) and has $m$ integer values. The variable $X_i$ is then associated with a family of standard conditional densities:

$$p(X_i | \text{pa}(X_i), X'_i = l) = p(X_i | \text{pa}(X_i)).$$

The variables $X'_i$ are called transparent variables [10]. The posterior upper probability $P(X_Q = x_q | E)$ can be calculated by visiting all the values of transparent variables, because posterior probabilities are maximized at the vertices of the posterior credal set. To reduce the time spent cycling through transparent variables, it is possible to perform a single standard Bayesian inference to obtain the function $p(X_Q | E, X')$ (where $X'$ denotes the collection of all transparent variables). Maximization with respect to the transparent variables produces the posterior upper probability.

Two factors contribute to the high computational cost of enumeration algorithms. First, inferences are reduced, by the CCM transform, to standard Bayesian network inferences, which are NP-hard [18]. Second, the number of transparent variables generated by the CCM transform is equal to the number of local credal sets. Despite these difficulties, exact inferences with strong extensions can be performed realistically in the JavaBayes engine (Section 11), because graphical d-separation leads to enormous computational savings.

Inferences with strong extensions can be simplified by the use of convex hull algorithms. To see that, note that the generation of the function $p(X_Q | E, X')$ can follow any of the standard algorithms for Bayesian networks [45]. In the process of generating $p(X_Q | E, X')$ by any standard inference algorithm, several intermediate functions are generated. Consider a function $f(X_1, X_2, X'_1, X'_2, X'_3)$:

For each fixed combination of values of the transparent variables $X'_1, X'_2, X'_3$, $f$ is a function of $X_1, X_2$. Consequently, the function $f$ can be viewed as a set of functions of $X_1, X_2$ indexed by $X'_1, X'_2, X'_3$. In general, each intermediate function in an inference algorithm can be viewed as a set $F$ of functions indexed by transparent variables. As any function of transparent variables is useful so long as it represents an extreme point of the strong extension, the set $F$ can be replaced by its convex hull. The removal of extreme points of $F$ may lead to exponential savings, as each extreme point of $F$ may potentially
be combined with an exponential number of distributions. As an example of this procedure, take a singly connected network with binary variables; there, a convex hull operation can be taken at every step in an inference propagation algorithm [62], because the convex hull of a collection of intervals is still an interval. This property is actually the basis for the efficiency of Zaffalon’s 2U algorithm [29].

7.3 Iterative and global optimization

The calculation of a posterior upper probability (Expression (2)) is a convex maximization problem. Inference algorithms based on optimization have only surfaced in recent years. Cano et al focus on stochastic global optimization [10,11]; Andersen and Hooker [1], Zaffalon [83] and Cozman [20] have independently explored gradient-based and deterministic global optimization. The purpose of this section is to summarize these ideas and to discuss the relationship between inference in strong extensions and learning in Bayesian networks, and the relationship between gradient calculations and graph faithfulness. Stochastic techniques such as simulated annealing [10] and genetic algorithms [11] are not explored; such approaches deserve full treatment in future work.

Call $\Theta$ a vector containing all values of $p(X_i \mid \text{pa}(X_i))$ for all variables $X_i$. Denote by $\theta_{ijk}$ the probability of the $j$th value of $X_i$ given the $k$th value of $\text{pa}(X_i)$: $\theta_{ijk} = p(X_i = x_{ij} \mid \text{pa}(X_i) = \pi_k)$. The search for a vector $\Theta$ that maximizes posterior probability is similar to the search for a maximum likelihood estimator under linear inequalities, one of the most common problems in Bayesian network learning [9]. A variety of iterative optimization algorithms employ gradient calculations in the search for a maximizing $\Theta$ [53]. Previous work has derived efficient, closed-form expressions for the gradient of $\Theta$ in Bayesian networks [40,64]; this gradient is presented here in a slightly different form to highlight the relationship between gradient calculations and the concept of faithfulness in a network (Section 4). Under the assumption that $\mathcal{D}(E) > 0$, each component of the gradient is:

$$
\frac{\partial p(X_Q = x_Q \mid E)}{\partial \theta_{ijk}} = \frac{\partial p(X_Q = x_Q \mid E)}{\partial p(X_i = x_{ij} \mid \text{pa}(X_i) = \pi_k)} = \frac{p(\text{pa}(X_i) = \pi_k)}{P(E)} \times \left( P(X_Q = x_Q, E \mid X_i = x_{ij}, \text{pa}(X_i) = \pi_k) - P(X_Q = x_Q \mid E) P(E \mid X_i = x_{ij}, \text{pa}(X_i) = \pi_k) \right).
$$

Every term in Expression (3) can be calculated by any standard Bayesian net-
work algorithm. Note that Expression (3) is identically zero for all \( x_Q \) when 
\[ p(X_Q|E) = p(X_Q|E, X_i = x_{ij}, pa(X_i) = \pi_k). \]
This equality is true when the gradient is calculated for a joint density that is not faithful to the graph, assuming that d-separated variables are deleted before calculation of the gradient (Section 7.1).

Moving away from iterative optimization schemes, inferences with strong extensions can be reduced to signomial programs and solved exactly through branch-and-bound procedures [1,20,83]. Signomial programming is a branch of optimization theory that deals with optimization of polynomials [2,3,27,35,60]. Deterministic global optimization usually requires methods that produce lower and upper bounds for the objective function [30,47]. Such methods can be available in some cases; for example, probability bounds can be calculated efficiently for singly-connected networks using Tessem’s algorithm [74]. So far no global optimization method has been implemented for strong extensions.

8 Natural extensions: Theory and algorithms

A natural extension is the largest credal set containing joint measures that satisfy: 1) all quantitative constraints in a credal network and 2) a given collection of irrelevance relations. A collection of irrelevance relations is well-defined when it can be satisfied by at least one probability measure. Sections 8.2 to 8.4 describe three methods for the specification of natural extensions. These methods share the property that any irrelevance relation imposed on a network corresponds to a graphical d-separation relation in the network; consequently, the methods generate well-defined collections of constraints.

The first method is to impose no irrelevance relation in the network, a strategy similar to probabilistic logic [4,54,58]. The second method is to require that the nondescendants non-parents of any variable be irrelevant to the variable given the parents of the variable. The third method is to require that the nondescendants non-parents of any variable be independent of the variable given the parents of the variable. The last two methods mimic properties of standard Bayesian networks (Section 4); together, these three methods summarize most of the technical aspects of natural extensions.

8.1 Quantitative constraints and separately specified local credal sets

The algorithms for natural extension in this article assume that the local credal set for any variable in a network is specified separately for each value of the variable’s parents. A collection of credal sets \( K(X|Y) \) is separately specified
when all constraints that specify \( K(X|y) \) (for a particular value \( y \) of \( Y \)) involve only the density \( p(X|y) \). This restriction makes sense both for elicitation and representation of beliefs, and is quite a natural consequence of specifications based on lower expectations [76, Section 6.2].

Every finitely generated local credal set can be specified through a finite number of upper expectations; a credal set \( K(X_i|\text{pa}(X_i) = \pi_k) \) can be specified through a collection of functions \( f_i(X_i) \) and numbers \( \gamma_l \):

\[
\mathcal{E}[f_i(X_i)|\text{pa}(X_i) = \pi_k] = \gamma_l \Rightarrow \sum_j f_i(x_{ij})p(X_i = x_{ij}|\text{pa}(X_i) = \pi_k) \leq \gamma_l. \tag{4}
\]

Note that the functions \( f_i \) and the numbers \( \gamma_l \) should be indexed by the variable \( X_i \) and by the value of \( \text{pa}(X_i) \); these indexes are suppressed to simplify notation.

The inequality in Expression (4) can be reduced to an inequality on the values of the joint density \( p(X) \). For an arbitrary value \( \pi_k \) of the parents of \( X_i \):

\[
\sum_{\mathcal{X}|\text{pa}(X_i)\text{pa}(X_i) = \pi_k} (f_i(X_i) - \gamma_l) p(X) \leq 0. \tag{5}
\]

Apart from the collection of constraints summarized by Expression (5), the following unitary constraint must be satisfied by any joint density \( p(X) \):

\[
\sum_X p(X) = 1. \tag{6}
\]

### 8.2 No irrelevance relations

The simplest type of natural extension is produced when no irrelevance relation is imposed on a credal network. Denote by \( K_o(X) \) this natural extension.

The maximization in Expression (2) subject to constraints in Expressions (5) and (6) is a linear fractional program on the values of \( p(X) \) [43,66]. Linear fractional programs can be reduced to linear programs by a variety of methods [43,66]; consequently, inferences with \( K_o(X) \) can be solved by linear programming techniques. The effort involved in solving such linear programs is potentially enormous for a large network, but techniques from probabilistic logic and linear programming, like column generation [44] and row suppression [17], can be used to tame this complexity. To guarantee that only valid inferences are produced by linear fractional programming, it is necessary to check whether \( \mathcal{E}(E) \) is non-zero (this is satisfied when all combinations of variables have positive lower probability).
8.3 Irrelevance relations for non-descendants

A more sophisticated, and perhaps the most appealing, type of natural extension is one where the non-descendants non-parents of any variable are irrelevant to the variable given the parents of the variable. Denote by $K_r(\mathbf{X})$ this natural extension, and denote by $\text{nd}(X_i)$ the non-descendants of variable $X_i$.

The constraint on $K_r(\mathbf{X})$ is that $K(X_i|\text{pa}(X_i))$ and $K(X_i|\text{nd}(X_i))$ are equal for any variable $X_i$. This constraint implies the following collection of inequalities, for an arbitrary value $\pi_k$ of $\text{pa}(X_i)$:

$$
\sum_{\mathbf{X} \setminus \text{nd}(X_i), \text{pa}(X_i) = \pi_k} (f_i(X_i) - \gamma_i) p(\mathbf{X}) \leq 0,
$$

(7)

where all functions $f_i(X_i)$ and numbers $\gamma_i$ are obtained from constraints (5). Note that Expression (7) represents a larger number of constraints than Expression (5), as the next example illustrates.

**Example 12** Suppose that $\text{nd}(X_1) = \{\text{pa}(X_1), X_2\}$, where $X_2$ is a binary variable. The inequalities represented by Expression (7) are divided in two groups:

$$
\sum_{\mathbf{X} \setminus \{\text{pa}(X_1), X_2\}, X_2 = \text{TRUE}} (f_i(X_1) - \gamma_i) p(\mathbf{X}) \leq 0,
\sum_{\mathbf{X} \setminus \{\text{pa}(X_1), X_2\}, X_2 = \text{FALSE}} (f_i(X_1) - \gamma_i) p(\mathbf{X}) \leq 0.
$$

The method just described starts with a credal set and generates inequalities for another credal set with strictly more conditioning variables. Call any such procedure a **replication procedure**.

The following result demonstrates that constraints in Expression (5) are in fact subsumed by constraints in Expression (7).

**Lemma 13** Consider a credal network where every combination of variables has positive lower probability. If $K(X_i|\text{pa}(X_i))$ and $K(X_i|\text{nd}(X_i))$ are equal for any value of $\text{nd}(X_i)$, then $K(X_i|\text{pa}(X_i))$ and $K(X_i|\text{pa}(X_i), S)$ are equal for any value of $\{\text{pa}(X_i), S\}$, for $S \subset \text{nd}(X_i)$.

Note that Expressions (6) and (7) are not only a minimal collection of constraints on $K_r(\mathbf{X})$, but these constraints in fact imply all required irrelevance relations. This is guaranteed by the existence of the strong extension of the underlying network, as the strong extension satisfies each one of the constraints with equality.

Inferences with $K_r(\mathbf{X})$ are linear fractional programs subject to constraints in
Expressions (6) and (7). Even though irrelevance relations may introduce a large number of constraints into this program, they can also introduce substantial simplifications, as demonstrated in the remainder of this section. The idea here is to study the properties of sub-networks of a credal network; namely, those sub-networks at the “top” of the original network.

**Definition 14** Given a credal network with variables $X$, a top sub-network is a network formed by variables $S$ in $X$ such that if a variable $X_i$ belongs to $S$, all ascendants of $X_i$ in $X$ also belong to $S$.

Consider a credal network with a top sub-network $S$. Denote by $K'_r(S)$ the natural extension of the top sub-network $S$ under the constraint that the nondescendants non-parents (in $S$) of any variable $X_i$ in $S$ are irrelevant to $X_i$ given the parents of $X_i$. The constraints on $K'_r(S)$ are:

$$
\sum_{S \setminus \text{nd}(X_i) \cup \text{pa}(X_i) = n_k} (f_i(X_i) - \gamma_i) p(S) \leq 0, \quad \sum_{S} p(S) = 1. \quad (8)
$$

Suppose that $K'_r(S)$ is available; how is $K'_r(S)$ related to the natural extension $K_r(X)$ of the original network?

**Theorem 15** Given a credal network with variables $X$ with separately specified local credal sets, where every combination of variables has positive lower probability, and a top sub-network $S$ with natural extension $K'_r(S)$ (nondescendants non-parents in $S$ of a variable in $S$ are irrelevant to the variable given the variable’s parents), denote by $K_r(S)$ the credal set obtained by marginalization of the extension $K_r(X)$. Then $K'_r(S)$ is equal to $K_r(S)$.

The next theorem builds on the previous results to demonstrate that the maximization in Expression (2) can be restricted to the values $p(S)$.

**Theorem 16** Given a credal network with variables $X$ with separately specified local credal sets, where every combination of variables has positive lower probability, and given a top sub-network $S$ with extension $K'_r(S)$, suppose that every variable $X_i$ not in $S$ is associated with a single conditional density $p(X_i|\text{pa}(X_i))$. The solution for problem (2), subject to constraints in Expressions (6) and (7), is identical to:

$$
P(X_Q = x_Q|E) = \max \left( \frac{\sum_{S, X_E, X_Q = x_Q} h(X_Q = x_Q, S)p(S)}{\sum_{S, X_E, X_E = x_E} h(X_Q = x_Q, S)p(S)} \right), \quad (9)
$$
subject to constraints in Expression (8), where the function $h(X_Q, S)$ is:

$$h(X_Q, S) = \sum_{X \setminus S : X_{QE} \Rightarrow X_{QE}} \prod_{X_i \in \{X \setminus S\}} p(X_i | \text{pa}(X_i)).$$

Note that all variables in $X \setminus S$ are associated with a unique conditional measure, so the function $h(X_Q, S)$ is uniquely defined. Any standard Bayesian network algorithm can generate $h(X_Q, S)$ by eliminating variables outside of $S$. The consequence of the theorem is that networks where most local credal sets are at the “top” of the graph can profit from irrelevance constraints. This is particularly promising in practical applications, because in general the most imprecise measures are the priors, which are associated with nodes without parents.

### 8.4 Independence relations for nondescendants

Consider the constraint that, for every variable $X_i$, the nondescendants non-parents of $X_i$ are independent of $X_i$ given the parents of $X_i$. Denote by $K_n(X)$ the natural extension that satisfies this constraint, and denote by $nD(X_i)$ the nondescendants non-parents of variable $X_i$. According to Walley’s definition of independence (Section 4),

- the credal sets $K(X_i | \text{pa}(X_i))$ and $K_n(X_i | \text{nd}(X_i))$ must be equal for all values of $\text{nd}(X_i)$, and
- the credal sets $K_n(nD(X_i) | \text{pa}(X_i), X_i)$ and $K_n(nD(X_i) | \text{pa}(X_i))$ must be equal for all values of $\text{pa}(X_i)$.

**Example 17** Take a credal network where variable $X_5$ has nondescendants $X_1$, $X_2$, $X_3$, $X_4$ and parents $X_1$, $X_2$ (Figure 4). Independence of $X_5$ and $\text{nD}(X_5)$ given $\text{pa}(X_5)$ requires that the credal set $K_n(X_5 | X_1, X_2, X_3, X_4)$ be equal to $K(X_5 | X_1, X_2)$, and that the credal set $K_n(X_3, X_4 | X_1, X_2, X_5)$ be equal to $K_n(X_3, X_4 | X_1, X_2)$. The first condition leads to linear inequalities through a replication procedure (Section 8.3), because $K(X_5 | X_1, X_2)$ is directly specified in the network. The second condition involves two credal sets that are not directly specified in the credal network.

Several properties presented in Section 8.3 have analogues that are useful in connection to $K_n(X)$. The next lemma proves that irrelevance of a variable $X_i$ to its nondescendants non-parents given its parents implies irrelevance of $X_i$ to subsets of its nondescendants non-parents given its parents.

**Lemma 18** If the credal sets $K(\text{nD}(X_i) | \text{pa}(X_i), X_i)$ and $K(\text{nD}(X_i) | \text{pa}(X_i))$ are equal for all values of $\{X_i, \text{pa}(X_i)\}$, then the credal sets $K(S | \text{pa}(X_i), X_i)$
Fig. 4. Creating the natural extension for a sub-network.

and $K(S|\text{pa}(X_i))$ are equal as well, for any $S \subset nD(X_i)$.

The next theorem establishes the relation between the complete natural extension of a network and the natural extension of a top sub-network.

**Theorem 19** Given a credal network with variables $X$ with separately specified local credal sets, where every combination of variables has positive lower probability, and a top sub-network $S$ with natural extension $K'_n(S)$ (nondescendants non-parents in $S$ of a variable in $S$ are independent of the variable given the variable’s parents), denote by $K_n(S)$ the credal set obtained by marginalization of the extension $K_n(X)$. Then $K'_n(S)$ is equal to $K_n(S)$.

A result similar to Theorem 16 can be demonstrated using the previous lemma and theorem. Suppose that all variables outside of $S$ are associated with single conditional densities $p(X_i|\text{pa}(X_i))$; then $K_n(X)$ is obtained by combining $K'_n(S)$ with the conditional densities for variables outside of $S$. The proof of this result is similar to the proof of Theorem 16 and is omitted.

The remainder of this section develops an algorithm for the calculation of posterior probabilities induced by a natural extension $K_n(X)$. The main idea of the algorithm is to construct a sequence of top sub-networks, beginning with a single variable, and ending with the complete credal network. At each step, a variable is added to the current top sub-network, and linear constraints for the natural extension of the new sub-network are generated. In the end, linear fractional programming can be used to maximize posterior probability subject to a collection of linear inequalities. The complexity of this algorithm is high because a natural extension may be defined by an exponential number of linear constraints; no efficient algorithm for the manipulation of independence constraints is currently known.

The algorithm **BUILDEXTENSION** (Figure 5) depends on three facts. First, it is always possible to construct a sequence of top sub-networks as required by the algorithm (property of directed acyclic graphs). Second, the natural extension of a top sub-network, taking into account independence relations in the top sub-network, is always equal to the marginal credal set obtained by marginalizing the complete natural extension $K_n(X)$ (Theorem 19). Third,
(1) Take a variable $X_1$ that has no parents and form a sub-network that contains only $X_1$. The marginal extension $K'_1(X_1)$ is equal to the local credal set $K(X_1)$ (Theorem 19).

(2) Add a variable $X_2$ to this sub-network, such that $X_2$ is either a direct descendant of $X_1$ or $X_2$ has no parent. All independence constraints can be generated for this new sub-network (algorithm INCORPORATEVARIABLE).

(3) Form a new top sub-network by adding a variable $X_3$. Again, independence constraints can be generated for this new top sub-network (algorithm INCORPORATEVARIABLE).

(4) This process continues until all variables are incorporated into a complete network.

Fig. 5. BUILDEXTENSION: The construction of linear inequalities for $K_n(\mathbf{X})$.

It is possible to represent the credal set of a sub-network after the incorporation of a variable into a top sub-network, as described by the algorithm INCORPORATEVARIABLE (Figure 6).

**Example 20** Take the network in Figure 4. Assume that previous computations generated the extension $K_n(X_1, X_2, X_3, X_4)$ as a collection of linear constraints. When variable $X_5$ is added to the network, how to compute the extension $K_n(X_1, X_2, X_3, X_4, X_5)$?

- **Satisfy the requirement** that $K_n(X_5|X_1, X_2, X_3, X_4)$ and $K(X_5|X_1, X_2)$ be equal through a replication procedure.
- **Satisfy the requirement** that $K_n(X_3, X_4|X_1, X_2, X_5)$ and $K_n(X_3, X_4|X_1, X_2)$ be equal by generating $K_n(X_3, X_4|X_1, X_2)$ directly from $K_n(X_1, X_2, X_3, X_4)$ and then use a replication procedure.
- **Satisfy the requirement** that $X_3$ be independent of $X_1, X_2,$ and $X_5$. First, use $K(X_3)$ directly in a replication procedure including $X_1, X_2,$ and $X_5$. Then obtain $K_n(X_1, X_2, X_3)$ recursively and employ a replication procedure to generate the constraints for $K_n(X_1, X_2, X_3|X_5)$ based on $K_n(X_1, X_2, X_5)$.
- **Satisfy the requirement** that $X_4$ be independent of $X_1$ and $X_5$ given $X_2$ and $X_3$. First, use $K(X_4|X_2, X_3)$ in a replication procedure including $X_1$ and $X_5$. Second, obtain $K_n(X_1, X_2, X_3, X_5)$ recursively. Third, obtain the credal set $K_n(X_1, X_5|X_2, X_3)$ from the credal set $K_n(X_1, X_2, X_3, X_5)$. Fourth, employ a replication procedure to generate $K_n(X_1, X_5|X_2, X_3, X_4)$ based on $K_n(X_1, X_5|X_2, X_3)$.

Algorithm BUILDEXTENSION proves constructively the following non-trivial fact:

**Theorem 21** The natural extension $K_n(\mathbf{X})$ of a credal network where every combination of variables has positive lower probability is a finitely generated
Take a top sub-network with variables $S$ and a variable $X_i$ such that $S$ and $X_i$ form a top sub-network. To generate $K_n(S, X_i)$ from $K_n(S)$:

1. The constraint that $K_n(X_i|S)$ and $K(X_i|pa(X_i))$ be equal is satisfied through a replication procedure (Section 8.3).

2. The constraint that $K_n(S|pa(X_i)|pa(X_i))$ and $K_n(S|pa(X_i)|pa(X_i))$ be equal is satisfied in two steps:
   (a) Obtain $K_n(S|pa(X_i)|pa(X_i))$ from $K_n(S)$ (Appendix B).
   (b) Obtain the inequalities for $K_n(S|pa(X_i)|pa(X_i), X_i)$ through a replication procedure.

3. If $X_i$ is non-descendant of a variable $X_j$ in $S$, then the independence between $X_j$ and nD($X_j$) given $pa(X_j)$ must be asserted.
   (a) The constraint that non-descendants non-parents of $X_j$ (in $S$) plus $X_i$ be irrelevant to $X_j$ given the parents of $X_j$ produces linear inequalities by a replication procedure, because $K(X_j|pa(X_j))$ is specified by the credal network.
   (b) The constraint that $X_j$ be irrelevant to its non-descendants non-parents (including $X_i$) given the parents of $X_j$ is more complex:
      (i) Form a sub-network $S'$ discarding $X_j$ and its descendants from $S$, and obtain the constraints for $K_n(S')$ from $K_n(S)$ (Appendix B).
      (ii) The set $K_n(S', X_i)$ is then obtained recursively by the algorithm INCORPORATE_VARIABLE. This recursion always terminates, as it eventually runs out of sub-networks.

Fig. 6. INCORPORATE_VARIABLE: Adding a variable to the natural extension.

credal set.

Independence judgements are stronger than irrelevance judgements, and the former produce a larger number of constraints than the latter in natural extensions. It might seem that independence judgements would lead to significant computational simplifications, as independence judgements in standard Bayesian networks lead to simplifications due to d-separation. But independence relations in the theory of credal sets do not satisfy the contraction property that is crucial to prove d-separation in standard Bayesian networks (Section 5). No proof of d-separation properties (or any other separation property) is known at this point for natural extensions.
In previous sections, joint credal sets were constructed from collections of local conditional credal sets. An alternative path is to specify joint credal sets as neighborhoods of standard Bayesian networks. Similar strategies are employed in robust statistics; the purpose of this section is to briefly adapt the language and results of that field to the present context.

The main idea is to define a joint credal set as a neighborhood of a single Bayesian network, called the base network. The joint density specified by the base network is denoted \( r(X) \). Four neighborhoods of \( r(X) \) are discussed in the remainder of this section (univariate versions were used as examples in Section 5). Inference with these four neighborhoods is similar to standard Bayesian network inference, due to a marginalization invariance property. To define this invariance property, denote by \( \Gamma(r(X)) \) a convex neighborhood of \( r(X) \). A neighborhood is marginalization invariant when

\[
p(X) \in \Gamma(r(X)) \quad \Rightarrow \quad \left( \sum_{X \in Y} p(X) \right) \in \left( \Gamma \left( \sum_{X \in Y} r(X) \right) \right).
\]

In words: marginalization and construction of neighborhoods commute [81]. For neighborhoods with marginalization invariance, marginalization is performed only in the base network. Upper and lower expectations are not dependent on marginalization of high dimensional credal sets, because the neighborhood of a marginal density is the marginal neighborhood of the base network, Consequently, calculation of upper and lower expectations are reduced to low dimensional operations.

- An \( \epsilon \)-contaminated joint credal set contains all joint densities \( p(X) \) such that \( p(X) \geq (1 - \epsilon) r(X) \), where \( \epsilon \in (0, 1) \). The upper expectation of a function \( f(X_Q) \) can be obtained in closed-form:

\[
\begin{align*}
\mathbb{E}[f(X_Q)|E] &= (1 - \epsilon) \left( \sum_{x_Q} f(x_Q) r(X_Q, E) \right) + \epsilon \max_{x_Q} f(x_Q) \\
&= \frac{(1 - \epsilon) \left( \sum_{x_Q} f(x_Q) r(X_Q, E) \right) + \epsilon \max_{x_Q} f(x_Q)}{(1 - \epsilon) r(E) + \epsilon}.
\end{align*}
\]

- A constant density bounded joint credal set contains all joint densities \( p(X) \) such that \( (1/\mu) r(X) \leq p(X) \leq \mu r(X) \), where \( \mu > 1 \). This model is a 2-monotone capacity (that is, it satisfies \( \mathcal{P}(A \cap B) + \mathcal{P}(A \cup B) \geq \mathcal{P}(A) + \mathcal{P}(B) \) for events \( A \) and \( B \)); consequently, posterior lower and upper bounds can be easily computed as \( \mathcal{P}(A|B) = \mathcal{P}(A, B) / (\mathcal{P}(A, B) + \mathcal{P}(A^c, B)) \) and \( \overline{\mathcal{P}}(A|B) = \overline{\mathcal{P}}(A, B) / (\overline{\mathcal{P}}(A, B) + \mathcal{P}(A^c, B)) \) [14,41,82]. For lower and upper expectations, Lavi's algorithm generates a convenient, iterative solution (Section 4), as upper and lower expectations can be computed using Choquet integrals [76, Section 3.2.4].
• A total variation joint credal set contains all joint densities \( p(X) \) such that for all events \( A \), 
\[
|P(A) - R(A)| \leq \epsilon,
\]
where \( \epsilon \in (0, 1) \) and \( R(A) \) is the probability measure induced by \( r(X) \). Almost all the discussion for the constant density bounded model applies to the total variation class, because this model is also 2-monotone.

• A constant density ratio joint credal set contains all joint densities \( p(X) \) such that 
\[
(1/\mu)r(X) \leq \alpha p(X) \leq \mu r(X)
\]
for some \( \alpha > 0 \), where \( \mu > 1 \). Closed-form expressions for posterior lower and upper probabilities can be computed because this model is invariant to marginalization and conditioning [79]. For lower and upper expectations, results from DeRobertis and Hartigan [26] can be used to produce bracketing algorithms (Example 4).

10 Other inferences and decision-making

Previous sections focused on the calculation of upper bounds for the posterior density \( p(X_Q = x_Q | E) \). Calculation of posterior probabilities for non-atomic events is immediate; Algorithms for strong extension are identical both for enumeration and iterative approaches; linear programs solving inferences for natural extension must only enlarge their objective functions to incorporate unions of atomic events; finally, algorithms for global neighborhoods are identical for non-atomic events.

For the sake of simplicity, algorithms for locally defined credal networks dealt only with posterior probabilities. Most algorithms for locally defined credal networks can be easily extended to deal with posterior expectations using linear fractional programming, enumeration schemes, or gradient-based search.

Calculation of lower and upper variances in a credal network is a great challenge because the expression for \( V_p[X_Q] \) is quadratic on probability values. Walley’s variance probability theorem [76, theorem G2] can be used to produce a convergent algorithm for lower and upper variances. Walley demonstrates that 
\[
\underline{\mathbf{V}}[X_Q] = \min_{\mu} \mathbf{E}[(X_Q - \mu)^2] \quad \text{and} \quad \overline{\mathbf{V}}[X_Q] = \min_{\mu} \mathbf{E}[(X_Q - \mu)^2].
\]
The calculation of lower and upper variances becomes a unidimensional optimization problem, which can be solved by discretizing \( \mu \) (note that \( \mu \) must be between the smallest and largest values of \( X_Q \)). Lower and upper variances are then obtained by repeated calculation of lower and upper expectations for \( (X_Q - \mu)^2 \).

Decision-making is a somewhat complex activity in the theory of credal sets. It is not always possible to select a single course of action that maximizes expected utility for all measures in a credal set [52,67]. Several strategies are possible when selecting a “best” decision. As an example, consider the most probable explanation problem (MPE), where the objective is to find a configu-
ration of variables that maximizes the probability of the evidence. Generating all MPE solutions for all possible measures in the credal set may be too expensive. An alternative solution is to find the configuration that maximizes the posterior upper probability of the evidence, \( \arg \max_{X \in \{X \setminus X_E\}} P(X|E) \). If a strong extension is built, a CCM transformation can be applied to the credal network and the problem is similar to a standard Bayesian network MPE problem on the transformed network. Another alternative is to find the configuration that maximizes the lower posterior probability of the evidence, \( \arg \max_{X \in \{X \setminus X_E\}} L(X|E) \). Despite its intuitive appeal, this approach is challenging because it is a maxmin problem; at the present time no efficient algorithm for maxmin optimization in graphical models has been proposed.

11 Credal networks in practice

Two freely available software packages have been developed to allow construction and manipulation of credal networks.

Strong extensions and global neighborhoods are available in the JavaBayes system, a portable inference engine for graphical models. JavaBayes is written in Java, and contains algorithms that compute posterior marginals, posterior expectations, and maximum a posteriori explanations in Bayesian networks [25]. The user interacts with the system through a graphical interface, where variables and densities can be added, deleted or edited. The user can also specify local credal sets and global neighborhoods (\( \epsilon \)-contaminated, constant density bounded, total variation and constant density ratio credal sets are supported), both to model imprecise beliefs or to perform robustness analysis. JavaBayes implements an enumeration algorithm for strong extensions, employing d-separation and the CCM transform to produce posterior probabilities. Documentation, code and examples for the JavaBayes system can be downloaded from http://www.cs.cmu.edu/~javabayes/.

Natural extensions can be processed by the qb package, a set of Matlab™ procedures (information on Matlab™ is available at http://www.mathworks.com). The qb package performs linear fractional programming on a matricial description of a credal network; a system like JavaBayes must be used to create the network, and the user must insert the constraints that define the natural extension. Code, comments and examples for the qb package can be downloaded from http://www.cs.cmu.edu/~qbayes/RobustInferences/ Matlab/.

To illustrate the results and algorithms described previously, the examples in Figures 1 and 2 are discussed in the remainder of this section.
11.1 Example: DogProblem network

Consider the graph in Figure 1. There are five binary variables in the graph (the superscript c indicates negation). This example is based on the examples described by Charniak [13] and by Walley [76, Section 9.3.4]; calculations were performed using JavaBayes and gb. Note that probabilities for $F$ and $B$ are not specified exactly; instead, the probabilities for $\{F = f\}$ and for $\{B = b\}$ are in the interval $[0.4, 0.5]$. The question is how to evaluate the impact of this imprecision in probability values. To illustrate the various algorithms discussed in the article, consider the calculation of $p(D = d|L = l)$ and $\bar{p}(D = d|L = l)$.

**Strong extension** The simplest method to obtain the bounds is to identify the vertices of the local credal sets and generate a strong extension. The strong extension has four vertices, because both the credal sets $K(F)$ and $K(B)$ have two vertices. By calculating $p(D = d|L = l)$ for these four vertices (using JavaBayes), the bounds on $p(D = d|L = l)$ are obtained: $p(D = d|L = l) = 0.3861$ and $\bar{p}(D = d|L = l) = 0.4461$.

**Natural extension without irrelevance relations** If no irrelevance relation is stated concerning the network, then the expressions in Figure 1 and the unitary constraint are the only restrictions on the natural extension. To generate lower and upper bounds on $p(D = d|L = l)$, it is necessary to write these thirteen linear constraints (nine are equality constraints and four are inequality constraints) and solve a linear fractional program with the objective function $p(D = d, L = l)/p(L = l)$. The solution of this program indicates that $p(D = d|L = l) \leq 10^{-8}$ and $\bar{p}(D = d|L = l) \geq 1 - 10^{-8}$, demonstrating that the absence of irrelevance relations can lead to inferences that are essentially devoid of information.

**Natural extension with irrelevance relations** Consider the effect of adding irrelevance relations, in particular the statement that the nondescendants non-parents of a variable are irrelevant to the variable given the parents of the variable. A replication procedure generates: $0.4 \leq p(F = f|B = b) \leq 0.5$, $0.4 \leq p(B = b|F = f) \leq 0.5$, $0.4 \leq p(F = f|B = b^c) \leq 0.5$ and $0.4 \leq p(B = b|F = f^c) \leq 0.5$. To simplify the calculation of lower and upper bounds, Theorem 16 can be used. The value of $\bar{p}(D = d|L = l)$ is then obtained by solving the program:

$$
\max \quad \frac{0.48w_1 + 0.06w_2 + 0.005w_3 + 0.035w_4}{0.6w_1 + 0.6w_2 + 0.05w_3 + 0.05w_4}
$$
\[
\begin{bmatrix}
-3 & 0 & 2 & 0 \\
2 & 0 & -2 & 0 \\
0 & -3 & 0 & 2 \\
0 & 2 & 0 & -2 \\
-3 & 2 & 0 & 0 \\
2 & -2 & 0 & 0 \\
0 & 0 & -3 & 2 \\
0 & 0 & 2 & -2 \\
\end{bmatrix}
\begin{bmatrix}
w_1 \\
w_2 \\
w_3 \\
w_4 \\
\end{bmatrix}
\leq
\begin{bmatrix}
0 \\
0 \\
0 \\
0 \\
\end{bmatrix}, \quad \sum w_i = 1,
\]

where \( w_1 = p(F = f, B = b) \), \( w_2 = p(F = f, B = \overline{b}) \), \( w_3 = p(F = \overline{f}, B = b) \), and \( w_4 = p(F = \overline{f}, B = \overline{b}) \). This program produces \( p(D = d | L = l) = 0.4509 \). By minimization, \( p(D = d | L = l) = 0.3818 \) is obtained. Note that these bounds are different than the bounds obtained by strong extension.

**Natural extension with independence relations** The strongest statement considered here is the independence of a variable from its nondescendants given its parents. The natural extension is defined from the full joint credal set \( K(F, B) \). The credal set \( K(F, B) \) has six vertices (each vertex is defined by a density \([w_1, w_2, w_3, w_4] \)). The densities are: \((1/4)[1, 1, 1, 1], (1/25)[4, 6, 6, 9], (1/10)[2, 2, 3, 3], (1/10)[2, 2, 3, 3], (1/9)[2, 2, 2, 3], (1/11)[2, 3, 3, 3] \). Computation of \( p(D = d | L = l) \) with these six densities leads to \( p(D = d | L = l) = 0.3818 \) and \( p(D = d | L = l) = 0.4509 \).

**\( \epsilon \)-contaminated neighborhood** A different strategy is to fix \( p(F = f) \) and \( p(B = b) \), say at 0.45, and use a global neighborhood to study perturbations in probability values. If an \( \epsilon \)-contaminated neighborhood is taken with \( \epsilon = 0.05 \), calculations in JavaBayes yield \( p(D = d | L = l) = 0.3955 \) and \( p(D = d | L = l) = 0.4455 \).

### 11.2 Example: Markov chain

Figure 2 displays the structure of a Markov chain with four binary variables. The strong extension of this network has 128 extreme points and can be easily computed using JavaBayes. It is more interesting to focus on the computation of the natural extension \( K_n(W, X, Y, Z) \) for this network. The qualitative constraints are: \( Y \) and \( W \) are independent given \( X \); \( Z \) and \((W, X) \) are independent given \( Y \). The computations that follow were performed using the freely

Consider the application of algorithm BUILDEXTENSION to this problem. The algorithm starts with the credal set $K(W)$, given in the specification of the problem. The second step is to add the variable $X$; at this point there is no independence constraint to satisfy. There are 6 constraints to be satisfied by $K(W, X)$ plus the unitary constraint. This produces a credal set with 8 extreme points shown in Table 1. The table also shows the marginal probability for $W$ and the probabilities for $X$ conditional on $W$. Note that every extreme point of $K(W, X)$ corresponds to a choice of extreme points of $K(W)$ and $K(X|W)$.

The third step of the algorithm is to add the variable $Y$; now the independence of $Y$ and $W$ given $X$ must be enforced. To do so, Fourier-Motzkin elimination must be used to obtain $K(W|X)$ (Appendix B). This produces $1/37 \leq p(W = w|X = x) \leq 3/31$ and $1/2 \leq p(W = w|X = x^c) \leq 27/34$. These constraints are used to form the 22 constraints that characterize $K(W, X, Y)$. The credal set $K(W, X, Y)$ has 292 extreme points.

Finally, $K(W, X|Y)$ must be computed from $K(W, X, Y)$, again using Fourier-Motzkin elimination, and the linear constraints on $K(W, X, Y, Z)$ must be generated. There are 110 such constraints. From them, lower and upper expectations on $W, X, Y$ and $Z$ can be computed. Table 2 shows some lower and upper probabilities obtained in this manner. Note the fact that $W$ is irrelevant to $Z$ given $X$, a d-separation property that cannot be proved directly without the contraction property. This suggests that some form of separation may be valid for natural extensions, even though the contraction property is violated by independence in credal sets.

|     | $p(x, w)$ | $p(x, w^c)$ | $p(x^c, w)$ | $p(x^c, w^c)$ | $p(w)$ | $p(x|w)$ | $p(x|w^c)$ |
|-----|-----------|-------------|-------------|---------------|--------|---------|-----------|
| $p_1$ | 3/50      | 63/100      | 6/25        | 7/100         | 0.3    | 0.2     | 0.9       |
| $p_2$ | 1/25      | 18/25       | 4/25        | 2/25          | 0.2    | 0.2     | 0.9       |
| $p_3$ | 3/50      | 14/25       | 6/25        | 7/50          | 0.3    | 0.2     | 0.8       |
| $p_4$ | 1/25      | 16/25       | 4/25        | 4/25          | 0.2    | 0.2     | 0.8       |
| $p_5$ | 3/100     | 14/25       | 27/100      | 7/50          | 0.3    | 0.1     | 0.8       |
| $p_6$ | 1/50      | 16/25       | 9/50        | 4/25          | 0.2    | 0.1     | 0.8       |
| $p_7$ | 3/100     | 63/100      | 27/100      | 7/100         | 0.3    | 0.1     | 0.9       |
| $p_8$ | 1/50      | 18/25       | 9/50        | 2/25          | 0.2    | 0.1     | 0.9       |
Table 2
Lower and upper probabilities.

<table>
<thead>
<tr>
<th>Probability of $Z = z$</th>
<th>Lower value</th>
<th>Upper value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Z = z</td>
<td>X = x$</td>
<td>17/50</td>
</tr>
<tr>
<td>$Z = z</td>
<td>X = x^c$</td>
<td>2/5</td>
</tr>
<tr>
<td>$Z = z</td>
<td>X = x, W = w$</td>
<td>17/50</td>
</tr>
<tr>
<td>$Z = z</td>
<td>X = x, W = w^c$</td>
<td>17/50</td>
</tr>
<tr>
<td>$Z = z</td>
<td>X = x^c, W = w$</td>
<td>2/5</td>
</tr>
<tr>
<td>$Z = z</td>
<td>X = x^c, W = w^c$</td>
<td>2/5</td>
</tr>
</tbody>
</table>

12 Conclusion

The main contribution of this article is a solid theory of graphical models of inference based on the theory of credal sets and Walley’s definitions of irrelevance and independence. Credal networks offer great flexibility in dealing with imprecise probability elicitation, incomplete models, and robustness assessment.

The main technical contributions are novel results for inferences with strong and natural extensions, and novel algorithms to deal with natural extensions. Strong extensions were tied to graphical d-separation and emerged as straightforward generalizations of standard Bayesian networks. Natural extensions were analyzed through linear fractional programming, and novel properties of natural extensions were derived and used to simplify inference algorithms. The inherent complexity of natural extensions limits the applicability of the algorithms to small networks, but the algorithms produce exact solutions to be used to test and verify more efficient, perhaps approximate, algorithms.

The article also addresses a number of important issues, such as global neighborhoods, lower and upper variances, and decision-making, but it leaves a large number of questions open. What is the best concept of independence for credal sets, and the best method of extension to use in practice? What are the separation properties of natural extensions? How to elicit information about credal sets from experts? These questions are to be addressed in future investigations.

The theory of natural extensions presented in this article poses a question: Should we consider irrelevance or independence as a basic notion in the treatment of uncertainty? Both notions agree in standard probability theory, but they disagree in the theory of credal sets. Irrelevance can be used to define independence, and irrelevance judgements are less demanding than indepen-
dence ones but still quite powerful. Should irrelevance be a more fundamental notion?

A Proofs

**PROOF (Theorem 11).** Consider three arbitrary disjoint sets of variables in the network, $X$, $Y$ and $Z$, such that $X$ is $d$-separated from $Z$ given $Y$. Take the strong extension $K(X, Y, Z)$ and obtain, by conditioning, $K(X|Y, Z)$ and $K(X|Y)$. Call $\text{ext}K$ the set of extreme points of a credal set $K$.

Given any bounded function $f(X)$, its lower expectation is attained at an extreme point of the strong extension:

$$\mathbb{E}[f(X)|Y, Z] = \min_{P \in \text{ext}K(X|Y, Z)} \left( \sum_X f(X)p(X|Y, Z) \right).$$

Given the positivity assumption, and because every extreme point satisfies Expression (1), every extreme point satisfies $p(X|Y, Z) = p(X|Y)$ by $d$-separation. Then:

$$\mathbb{E}[f(X)|Y, Z] = \min_{P \in \text{ext}K(X|Y)} \left( \sum_X f(X)p(X|Y) \right) = \mathbb{E}[f(X)|Y].$$

Because a collection of lower expectations uniquely defines a convex set of measures, the lower expectation $\mathbb{E}[f(X)|Y]$ uniquely defines $K(X|Y)$ and the lower expectation $\mathbb{E}[f(X)|Y, Z]$ uniquely defines $K(X|Y, Z)$. Because both lower expectations are equal for arbitrary $f(X)$, the underlying credal sets are equal. This argument guarantees that $Z$ is irrelevant to $X$ given $Y$; an analogue argument proves that $X$ is irrelevant to $Z$ given $Y$. So $X$ is independent of $Z$ given $Y$.

**PROOF (Lemma 13).** Given any bounded function $f(X_i)$, the assumptions of the theorem and the properties of credal sets imply that

$$\mathbb{E}[f(X_i)|\text{pa}(X_i), S] \geq \min_{\text{nd}(X_i) \setminus \{\text{pa}(X_i)\} \backslash S} \mathbb{E}[f(X_i)|\text{nd}(X_i)] = \mathbb{E}[f(X_i)|\text{pa}(X_i)],$$

and
\[ E[f(X_i) | \text{pa}(X_i)] \geq E[E[f(X_i) | \text{pa}(X_i), S] | \text{pa}(X_i)] \geq E[E[f(X_i) | \text{pa}(X_i)] | \text{pa}(X_i)] = E[f(X_i) | \text{pa}(X_i)]. \]

Consequently, \( E[E[f(X_i) | \text{pa}(X_i), S] | \text{pa}(X_i)] = E[f(X_i) | \text{pa}(X_i)] \). Using the positivity assumption and that \( E[f(X_i) | \text{pa}(X_i), S] \geq E[f(X_i) | \text{pa}(X_i)] \), it must be the case that \( E[f(X_i) | \text{pa}(X_i), S] = E[f(X_i) | \text{pa}(X_i)] \). Because these lower expectations are equal for arbitrary \( f(X_i) \), the credal sets \( K(X_i | \text{pa}(X_i)) \) and \( K(X_i | \text{pa}(X_i), S) \) are equal.

**PROOF (Theorem 15).** The credal set \( K_r(S) \) must satisfy irrelevance relations in \( S \) (Lemma 13), so every measure in \( K_r(S) \) belongs to \( K_r^r(S) \) (i.e., \( K_r(S) \subseteq K_r^r(S) \)).

To prove that every measure in \( K_r^r(S) \) belongs to \( K_r(S) \), construct a credal set \( K''(X) \) defined by all densities \( p''(X) \) such that:

\[ p''(X) = p'(S) \left( \prod_{X_i \in \{X,S\}} p(X_i | \text{pa}(X_i)) \right), \quad (A.1) \]

for all \( p'(S) \) that belong to \( K_r^r(S) \) and where each \( p(X_i | \text{pa}(X_i)) \) is selected from a local credal set \( K(X_i | \text{pa}(X_i)) \).

The strategy of the proof is to consider the irrelevance relations satisfied by \( K''(X) \). For any given \( X_i \), consider the conventions:

\[
\begin{align*}
S' &= nD(X_i) \cap S, \\
S'' &= S \setminus \{S', X_i, \text{pa}(X_i)\}, \\
W &= nD(X_i) \setminus S', \\
W' &= \text{descendants of } X_i \text{ outside of } S.
\end{align*}
\]

Consider first a variable \( X_i \not\in S \) and an arbitrary function \( f(X_i) \); the value of \( E[f(X_i) | \text{nd}(X_i)] \) is the minimum of

\[
\frac{\sum_{X_i, W, S'} f(X_i) p(W' | X_i, \text{pa}(X_i), W, S) p(X_i | \text{pa}(X_i)) p(\text{pa}(X_i), W, S)}{\sum_{X_i, W, S'} p(W' | X_i, \text{pa}(X_i), W, S) p(X_i | \text{pa}(X_i)) p(\text{pa}(X_i), W, S)}.
\]

Because \( \sum_{W'} p(W' | X_i, \text{pa}(X_i), W, S) = 1 \) and \( \sum_{X_i} p(X_i | \text{pa}(X_i)) = 1 \):

\[
E[f(X_i) | \text{nd}(X_i)] = \min \frac{\sum_{S'} \left( \sum_{X_i} f(X_i) p(X_i | \text{pa}(X_i)) \right) p(\text{pa}(X_i), W, S)}{\sum_{S'} p(\text{pa}(X_i), W, S)}
\]

33
\[
= \min_{X_i} \sum_{X_i} f(X_i)p(X_i|\text{pa}(X_i)) \\
= \mathbb{E}[f(X_i)|\text{pa}(X_i)].
\]

As \(f(X_i)\) is arbitrary, the credal set \(K''(X_i|\text{nd}(X_i))\) is equal to \(K''(X_i|\text{pa}(X_i))\).

Consider now a variable \(X_i \in S\):

\[
\mathbb{E}[f(X_i)|\text{nd}(X_i)] = \mathbb{E}[f(X_i)|\text{pa}(X_i), S', W] \\
= \min \left( \frac{\sum_{W', X_i, S'p} f(X_i)p(W'|W, S)p(W|S)p(S)}{\sum_{W', X_i, S'p} p(W'|W, S)p(W|S)p(S)} \right) \\
= \min \left( \frac{p(W|S') \sum_{X_i, S'p} f(X_i)p(S)}{p(W|S') \sum_{X_i, S'p} p(S)} \right) \\
= \min \left( \frac{\sum_{X_i, S'p} f(X_i)p(S)}{\sum_{X_i, S'p} p(S)} \right) \\
= \mathbb{E}[f(X_i)|\text{pa}(X_i), S'].
\]

By hypothesis, the last lower expectation is equal to \(\mathbb{E}[f(X_i)|\text{pa}(X_i)]\), so the credal set \(K''(X_i|\text{nd}(X_i))\) is equal to \(K(X_i|\text{pa}(X_i))\). This proves that \(K''(X) \subseteq K_r(X)\). Because \(K'_r(S)\) is the exact marginal of \(K''(X)\), \(K'_r(S) \subseteq K_r(S)\). This proves that \(K_r'(S)\) and \(K_r(S)\) are equal.

**Proof (Theorem 16).** Denote by \(W\) the variables that are outside of \(S\) (i.e., \(W = X\setminus S\)), and define the density

\[
p(W|S) = \prod_{X_i \in W} p(X_i|\text{pa}(X_i)).
\]

Note that \(p(W|S)\) is the unique joint measure for \(W\) given \(S\). Uniqueness is guaranteed by the fact that the variables in \(W\) form a Bayesian network: 1) irrelevance is identical to independence in standard Bayesian networks; 2) Lemma 13 guarantees that all irrelevance conditions are valid when restricted to the network of \(W\); 3) independence of a variable from its non-descendants non-parents given its parents characterizes an unique joint probability density [62].

By Theorem 15, the natural extension for the top sub-network containing variables \(S\) defines the set of all \(p(S)\); any joint density \(p(X)\) that belongs to \(K_r(X)\) satisfies \(p(X) = p(W|S)p(S)\). Using this fact in Expression (2):
\[ P(X_Q = x_Q | E) = \max \left( \frac{\sum_{X \setminus X_Q \in E} p(W|S)p(S)}{\sum_{X \setminus X_Q} p(W|S)p(S)} \right) \]

\[ = \max \left( \frac{\sum_{S \setminus X_Q \in E} h(X_Q = x_Q, S)p(S)}{\sum_{S \setminus X_Q} h(X_Q = x_Q, S)p(S)} \right) . \]

**Proof (Lemma 18).** By hypothesis, \( E[f(nD(X_i))|pa(X_i), X_i] \) is equal to \( E[f(nD(X_i))|pa(X_i)] \) for any bounded \( f(nD(X_i)) \). In particular, \( f(nD(X_i)) = g(S) \) leads to \( E[g(S)|pa(X_i), X_i] = E[g(S)|pa(X_i)] \); and because \( g(S) \) is an arbitrary function, \( K(S|pa(X_i), X_i) \) and \( K(S|pa(X_i)) \) are equal.

**Proof (Theorem 19).** The credal set \( K_n(S) \) must satisfy all independence relations in \( S \) (Lemmas 13 and 18), so every measure in \( K_n(S) \) belongs to \( K'_n(S) \) (i.e., \( K_n(S) \subseteq K'_n(S) \)). To prove that every measure in \( K'_n(S) \) belongs to \( K_n(S) \), construct a credal set \( K''(X) \) following Expression (A.1). By Theorem 15, the descendants non-parents of \( X_i \) are irrelevant to \( X_i \) given the parents of \( X_i \). It remains to be shown that \( X_i \) is irrelevant to its non-descendants given its parents. Consider the same conventions for \( W, W', S' \) and \( S'' \).

Consider first a variable \( X_i \not\in S \) and an arbitrary function \( f(X_i) \); the value of \( E[f(nD(X_i))|pa(X_i), X_i] \) is the minimum of

\[
\frac{\sum_{W,W',S'} f(nD(X_i))p(W'|X_i, pa(X_i), W, S)p(X_i|pa(X_i))p(pa(X_i), W, S)}{\sum_{W,W',S'} p(W'|X_i, pa(X_i), W, S)p(X_i|pa(X_i))p(pa(X_i), W, S)} .
\]

Because \( \sum_{W'} p(W'|X_i, pa(X_i), W, S) = 1 \):

\[
E[f(nD(X_i))|pa(X_i), X_i] = \min \frac{\sum_{W,S'} f(nD(X_i))p(X_i|pa(X_i))p(pa(X_i), W, S)}{\sum_{W,S'} p(X_i|pa(X_i))p(pa(X_i), W, S)} \]

\[ = \min \frac{p(X_i|pa(X_i)) \sum_{W,S'} f(nD(X_i))p(pa(X_i), W, S)}{p(X_i|pa(X_i)) \sum_{W,S'} p(pa(X_i), W, S)} \]

\[ = \min \frac{\sum_{W,S'} f(nD(X_i))p(pa(X_i), W, S)}{\sum_{W,S'} p(pa(X_i), W, S)} \]

\[ = E[f(nD(X_i))|pa(X_i)] . \]

As \( f(nD(X_i)) \) is arbitrary, the credal set \( K''(nD(X_i)|pa(X_i), X_i) \) is equal to \( K''(nD(X_i)|pa(X_i)) \).
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Consider now a variable $X_i \in S$:

$$
\mathbb{E}[f(nD(X_i))|\text{pa}(X_i), X_i] = \mathbb{E}[f(S', W)|\text{pa}(X_i), X_i]
$$

$$
= \min \left( \frac{\sum_{W, W'} s_{W,X_i|\text{pa}(X_i)} f(S', W)p(W'|W, S)p(W|S)p(S)}{\sum_{W, W'} s_{W,X_i|\text{pa}(X_i)} p(W'|W, S)p(W|S)p(S)} \right)
$$

$$
= \min \left( \frac{\sum_{S \subseteq \{X_i, \text{pa}(X_i)\}} \left( \sum_{W} f(S', W)p(W|S) \right)p(S)}{\sum_{S \subseteq \{X_i, \text{pa}(X_i)\}} p(S)} \right)
$$

$$
= \mathbb{E} \left[ \sum_{W} f(S', W)p(W|S') | \text{pa}(X_i), X_i \right]
$$

$$
= \mathbb{E} \left[ \sum_{W} f(S', W)p(W|S') | \text{pa}(X_i) \right] \quad \text{(by hypothesis)}.
$$

Because $p(W|S')$ is a unique probability density in the credal set $K''(X)$,

$$
\mathbb{E} \sum_{W} f(S', W)p(W|S') | \text{pa}(X_i) = \mathbb{E}[f(S', W)|\text{pa}(X_i)]
$$

[76], and then

$$
\mathbb{E}[f(nD(X_i))|\text{pa}(X_i), X_i] = \mathbb{E}[f(nD(X_i))|\text{pa}(X_i)]
$$

Consequently, $K''(nD(X_i)|\text{pa}(X_i), X_i)$ is equal to $K''(nD(X_i)|\text{pa}(X_i))$. This proves that $K''(X) \subseteq K_n(X)$. Because $K_n'(S)$ is the exact marginal of $K''(X)$, $K_n'(S) \subseteq K_n(S)$. This proves that $K_n'(S)$ and $K_n(S)$ are equal.

B Constraints for marginal and conditional credal sets in natural extensions

The algorithm INCORPORATEVARIABLE assumes that linear inequalities for a marginal credal set $K(X)$ and a conditional credal set $K(X|Y = y)$ can be generated from a given finitely generated joint credal set $K(X, Y)$. To do so, consider a credal set $K(X, Y)$ specified through a collection of linear constraints in matricial form:

$$
A[p(X, Y)] \leq B,
$$

(B.1)

where $[p(X, Y)]$ denotes a vector containing all values of the density $p(X, Y)$. The mandatory unitary constraint, $\sum p(X, Y) = 1$, is assumed to be part of Expression (B.1).

It is possible to obtain $K(X)$ and $K(X|Y = y)$ from Expression (B.1) using Fourier-Motzkin elimination [37]. This elimination procedure is a classic algo-
rithm for the solution of systems of inequalities, and variants of it have been used in probabilistic logic since the work of Boole [40]. The procedure starts with a collection of linear inequalities and eliminates one variable at a time; each elimination step is accomplished with the addition of new linear inequalities. The main difficulty of Fourier-Motzkin elimination is that a quadratic number of inequalities may be introduced at each elimination step.

To obtain the marginal credal set $K(X)$, denote by $[p(X)]$ the vector of all values of a generic density $p(X)$. Note that an element of $[p(X)]$ is related to $[p(X, Y)]$ by the basic probability rule:

$$p(X) = \sum_{Y} p(X, Y). \quad (B.2)$$

Take the joint collection of constraints in Expressions (B.1) and (B.2). Now apply the Fourier-Motzkin elimination algorithm to eliminate all variables in $[p(X, Y)]$ and to produce the linear inequalities for $[p(X)]$.

To obtain the conditional credal set $K(X|Y = y)$, denote by

- $[p(X, Y = y)]$ the vector of all values of a generic density $p(X, Y = y)$, and
- $[p(X|Y = y)]$ the vector of all values of a generic density $p(X|Y = y)$.

First obtain the inequalities for the joint credal set $K(X, Y = y)$. Note that $[p(X, Y = y)]$ is a subset of $[p(X, Y)]$, so the constraints on $[p(X, Y = y)]$ are obtained by application of Fourier-Motzkin elimination in Expression (B.1). The resulting constraints can be written as a matricial inequality:

$$A'[p(X, Y = y)] \leq B'. \quad (B.3)$$

Now introduce a new variable $W \geq 0$ and form the matricial inequality

$$A'[p(X, Y = y)] \leq WB',$$

and add the unitary constraint

$$\sum_{X} p(X, Y = y) = 1.$$ 

The variable $W$ works as a "scale" for $[p(X, Y = y)]$ and creates a "cone", with apex at the origin, extending through the polytope of possible values for $[p(X, Y = y)]$. Now apply the Fourier-Motzkin algorithm again to eliminate $W$ and produce the linear inequalities that define the conditional credal set $K(X|Y = y)$.
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