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Abstract
The goal of this paper is to describe the mechanism of the public perception of risk of artificial intelligence. For that we 
apply the social amplification of risk framework to the public perception of artificial intelligence using data collected from 
Twitter from 2007 to 2018. We analyzed when and how there appeared a significant representation of the association between 
risk and artificial intelligence in the public awareness of artificial intelligence. A significant finding is that the image of the 
risk of AI is mostly associated with existential risks that became popular after the fourth quarter of 2014. The source of that 
was the public positioning of experts who happen to be the real movers of the risk perception of AI so far instead of actual 
disasters. We analyze here how this kind of risk was amplified, its secondary effects, what are the varieties of risk unrelated 
to existential risk, and what is the dynamics of the experts in addressing their concerns to the audience of lay people.
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1 Introduction

In this paper, we apply the social amplification of risk frame-
work [SARF] (Renn et al. 1992; Kasperson et al. 1988, 2003; 
Pidgeon et al. 2003) to the public perception of artificial 
intelligence [AI] using data collected from Twitter. A major 
finding presented in this paper is that we identified that 
experts are the real movers of the risk perception of AI. 
Public awareness of Artificial Intelligence has been growing 
since the second half of the last decade. This is a new wave 
of popularization of the term AI. The first wave occurred at 
the beginnings of the discipline, during the 1960s and early 
1970s. This new wave is relevant because the phrase “artifi-
cial intelligence” became popular (i.e., Twitter users tweet 
more about AI) after 2014, which coincides with experts’ 
public interventions.

In this paper, we take the set of public messages available 
on Twitter that explicitly used the phrase “artificial intel-
ligence” from 2007 to 2018 as an abstract representation 

of the public awareness of AI. A portion of this public 
awareness refers to the anticipation of likely negative con-
sequences related to the variety of applications of AI as a 
technology. We call that as the public perception of risk of 
AI or merely the risk perception of AI. Even though the risk 
perception is just a fraction of the public awareness of AI, 
according to our data, its rate of growth is higher than the 
public awareness excluding the risk perception (Fig. 2).

Classical risk analysis takes the concept of risk as the sta-
tistical expectation of unwanted events and the magnitude of 
their consequences (Freudenburg 1988). Social scientists and 
psychologists often question this technical approach to risk 
because it ignores epistemological, sociological, and subjec-
tive dimensions. There are five critical approaches to risk 
within social sciences: (a) the cultural approach (Douglas 
1985, 1986, 1990, 1992); (b) the edgework approach (Lyng 
1990); (c) the governmentality approach (Foucault 1978, 
1980, 1982, 1991), (d) the risk society approach (Beck 1986, 
1999, 2007), and (e) the social systems approach (Luhmann 
1993). The problem with these critical approaches is that 
they do not offer a framework of analysis for the diffusion 
of behavior towards risk within society. For this reason, in 
this paper we assume as a guideline the SARF (Kasperson 
et al. 1988; Pidgeon et al. 2003), which based on the concept 
of risk as risk perception (Slovic 1986; Slovic et al. 2000, 
2004).
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In this framework, risk perception is the experience of 
risk not as physical harm, but as “the result of a process 
by which individuals or groups learn to acquire or create 
interpretations of hazards. These interpretations provide 
rules of how to select, order, and often explain signals 
from the physical world” (Slovic 2000: 140). SARF is a 
chain of factors that describes the life cycle of risk per-
ception. It is about how individuals form messages from 
the selection of specific characteristics of a hazardous 
event and communicated them to others (Renn 1991). In 
a communication metaphor, the reception of a message 
by other individual is similar to stations that receive mes-
sages encoded in a signal. The station decodes and evalu-
ates the messages and then communicates them further 
either amplifying or attenuating them. The attenuation 
and amplification rely on how well a message matches 
one’s previous beliefs. The amplification occurs during 
the transmission and the reception. Besides, a transmitter 
“is also a new information source … during the reception 
of information and in recoding” (Kasperson et al. 1988, 
p. 237). There is also the propensity to take actions to the 
risk, and that may lead to behavioral patterns as well as 
secondary social or economic consequences (Kasperson 
et al. 1988). These secondary consequences are usually 
called ripple effects.

However, SARF has some limitations. Since the frame-
work was developed 30 years ago, the process of risk com-
munication was deeply dependent on traditional mass media. 
As a consequence, individuals had a limited role “unless 
they are eyewitnesses of risk events or directly affected by 
a cause of a risk” (Renn 1991, p. 302). With social media 
like Twitter, the individuals’ role has changed to a more 
active and influential stations. In early investigations of risk 
perception in online engagement, Chung (2011) shows that 
the differences between online engagement and media cover-
age suggest that the sheer volume of news media does not 
represent public concern or interest in an issue. Studies that 
apply SARF to social media data are new (e.g., Fellenor 
et al. 2018; Strekalova and Krieger 2017; Witrz 2018). Witrz 
(2018) also summarizes the key findings of the new studies 
applying SARF to social media data. Social media, (a) have 
an amplifying effect on emotions that the other mediums 
such as online forums and traditional newspapers did not 
have (Chong and Choy 2018); (b) allow a more direct view 
of the perspectives of a range of publics and stakeholders” 
(Fellenor et al. 2018, p. 14); (c) reconfigure the classification 
of direct and indirect information sources and social stations 
(Fellenor et al. 2018; Zhang et al. 2017; Zhou et al. 2017); 
and (d) social media also enable individuals to amplify/
attenuate signals/information from official sources/stations 
(Strekalova and Krieger 2017). Regarding Twitter data, we 
share the spirit of Sloan et al. (2013) in the context of SARF, 
‘‘Twitter can be conceptualised as a ‘digital agora’ (Sloan 

et al. 2013) that provides an insight into mass user-generated 
opinions, sentiments and reactions to social events.’’

Back to AI, neutral or beneficial secondary effects of the 
risk perception of AI can be seen in the addressing of ethi-
cal issues in the field of AI as an attempt to mitigate unde-
sired side effects. Such side effects range from the more 
plausible scenarios such as enhancement of discrimination 
to less plausible like a malevolent general AI. These cor-
responding actions became both parts of already existing 
organizations, and they help in the creation of new organiza-
tions. As example, one has Machine Intelligence Research 
Institute (2000) and the Future of Life Institute (2014) in the 
United States, or the Future of Humanity Institute (2005), 
the Centre for the Studies of Existential Risk (2012), and 
the Leverhulme Centre for the Future of Intelligence (2015) 
in the United Kingdom. This has led to companies’ founda-
tions like Elon Musk’s OpenAI (2015), as well as govern-
ment reports like the White House’s National Science and 
Technology Council Committee on AI (NSTC 2016) and 
the House of Representatives Bill to establish the National 
Security Commission on Artificial Intelligence (Stefanik 
2018) in the US, or the House of Commons’ Science and 
Technology Committee on Robotics and AI (HC 2016) and 
the House of Lords’ Committee on Artificial Intelligence 
(HL HL 2018) in the UK.

Because of these social and economic effects, we know 
that the risk perception of AI has been going through the 
SARF process. If we look for the hazardous events of AI as 
a cause for the rise of its risk perception, we find just a few 
situations with significant undesired effects. Examples on 
the media were the Knight’s Capital Group’s bankruptcy 
due to an unexpected pattern of trading of an AI program 
and a fatal crash of a Tesla car. However, do these examples 
explain the increase in the risk perception of AI? If it is the 
case, we could find in the tweets a significant number of 
associations of adverse events that happened and AI. During 
the period analyzed, it was not the case. Anyway, we want 
to make clear that the public perception of the cause of the 
accidents has nothing to do with the real causes of accidents, 
i.e., whether it was connected to AI or not. It does not imply 
either that at any point in the future the public cannot start 
to associate AI to such events.

Since we could not assign a single or a set of hazardous 
events to the social amplification process of the risk per-
ception of AI, there has just been another factor that trig-
gers this process. Our main claim in this paper is that in the 
AI case, some experts played the role of being the primary 
source of the formation of the message containing the risk 
perception. However, they did not lose their role of stations 
as risk communicators either amplifying or attenuation the 
messages. We want to stress that the concern about AI is not 
new, but our aim here is to cover the most recent wave of 
risk perception of AI.
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In the next session, we present how we build the data 
set, its properties, and how we classify the data. Then we 
characterize both the growth of the public awareness of AI 
and the risk perception of AI. We explore the perception of 
the public of major harmful events related to AI. After that, 
we explore the formation of the messages that were ampli-
fied, the role of the communicators, and we conclude with a 
discussion at the end.

2  Data set and methods

The English-speaking public awareness is an index of the 
public tweets containing the phrase “Artificial Intelligence” 
from January 2007 until January 2018. Since Twitter’s API 
has a limitation in the number of 32.000 retrievable tweets 
from the past, we adopted as a scrapping strategy the simu-
lation of a browser. We did that using the selenium web 
driver library available for Python3. We did not add the 
acronym “AI” to our query since it would have led us to 
get a large number of ambiguous results. Our query also 
took care of fulfilling the whitespace between the words 
to capture hashtag occurrences. As a result, we gathered 
3.682.015 public tweets posted by 785.297 unique profiles. 
Even though the query was in English, it did not follow that 
the profiles were all from English-speaking countries. We 
inferred the profiles’ geographical localization from their 
time zone information in which around 70% of the profiles 
contained that. From this group, we estimated that 66% of 
them were from an English-speaking country. Within the 
English-speaking world, 70% of the profiles are located in 
the US, 14% in the UK, 9,3% in Canada, 4% in Australia, 
1,5% in South Africa, and 1,1% in Ireland. It is also worth 
emphasizing that the bulk of public awareness comes from 
US-based profiles. We hope to extend in further analysis of 
how public awareness and the risk perception of AI changed 
in different countries.

Another important discovery that we hope to explore in 
the further analysis is related to the content of tweets. They 
are not only personal opinions on subject matters related 
to AI, but they also refer to external pages, esp. newspaper 
articles, books, scientific articles, and YouTube videos. In 
fact, 79.9% of the posts related to an external link. In this 
case, Twitter served not only as a public opinion reposi-
tory but mainly as a repository of shared pages on the 
topic that are temporally indexed. Having this sort of data 
is very important for future measures of the influence and 
the half-life of media coverage and experts’ communica-
tion about the risk of AI. It is likely that the number of 
posts on the topic is much higher as the acronym “AI” was 
not explored. It is also perfectly reasonable to argue that 
as soon the term “Artificial Intelligence” became familiar 

to the public, its acronym started to be widely adopted. 
However, we did not test that either in this paper.

Besides, we did not explore the phrase ‘Artificial Gen-
eral Intelligence’ [AGI], which specifies the research, 
development, or deployment of a human-level AI. That is 
an expert phrase conceived to clarify part of the meaning 
confusion we presented above. As we will see, the risks 
related to an AI and the risk of an AGI are somewhat 
different in nature. One can say that the latter implies an 
existential risk, and the former does not. In a nutshell, 
existential risks are usually defined as threats to the future 
of humanity, i.e., events that can lead to human extinction.

A critical way in which people interpret risk is related to 
the affect heuristics (Slovic et al. 2006). It follows the idea 
of problem-solving and information-processing models 
based upon bounded rationality (Simon 1956), and judg-
ment heuristics such as availability, representativeness, 
and anchoring (Tversky and Kahneman 1974; Kahneman 
et al. 1982). The concept was introduced by Zajonc (1980) 
and percolated to risk perception as soon as the concept 
was developed (Slovic 1986). Affect heuristics claims that 
“representations of objects and events in people’s minds 
are tagged to varying degrees with affect” where “peo-
ple consult or refer to an ‘affect pool’ containing all the 
positive and negative tags consciously or unconsciously 
associated with the representations” (Slovic et al. 2006, 
p.1335). Empirically, word association methods have been 
applied to studies testing affect heuristics (see Benthin 
et al. 1995). In this line of thought, we classified the risk 
tweets from other tweets by employing a word association 
method. We took a set of 99 words that could represent 
the risk affect pool. From this procedure, we ended up 
with two sets of tweets related to AI, one related to risk 
and therefore a negative association, whereas the second 
is a set of reactions to AI that can range from rejection to 
enthusiasm. Besides, we tested additional filters to under-
stand better other association tendencies like “machine 
learning,” “benefits from AI,” and “experts.”

Regardless of the straightforwardness of the method, 
it worked as a constant that allowed to keep track of the 
changes. However, we did not attribute any weight for a 
variety of words. For the SARF, the unit of analysis is 
the tweets tied to a unique profile, it does not matter if 
there is repetition across the different tweets from different 
profiles, but it does matter whether the same profile has 
repeated in various tweets the same content. In this case, 
they were counted as duplicates and therefore deleted. 
A final consideration is that a large amount of data from 
Twitter securely allows us to observe trends and informa-
tion flow. On the other hand, we are aware of the disadvan-
tage of having a barrier regarding individuals’ subjective 
judgments.
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2.1  The growth of public awareness and risk 
perception of AI

We start to analyze the growth of the public awareness of 
AI and its following public perception of risk by plotting the 
number of unique profile-tweets quarterly standardized by 
the total amount of Twitter active users. As this information 
is available from 2010 (Statista 2018), we considered that in 
our analysis. The standardization is relevant since the grow-
ing of the users of any social network service increases the 
likelihood that any specific topic is more talked about. The 
result is depicted in Fig. 1 below.

The first thing that calls attention in Fig. 1 is the decreas-
ing popularity of the usage of the phrase “artificial intelli-
gence” up to the end of 2013. It shows a turning point in the 
first quarter of 2014 when it grows progressively quicker. 
Although it has a false start in the fourth quarter of 2015, 
it booms after the first quarter of 2016. The trend we see in 
Fig. 1 after the first quarter of 2016 is a process of popu-
larization of the use of the phrase “artificial intelligence.” 
For the analytical purpose of this paper, popularization is a 
token of public awareness. It is also true that the risk percep-
tion grows with the popularization of the use of the phrase 
AI without any association with risk. If we join both sets, 
we see that the average proportion of the tweets about risk 
perception was of 9.6% for the entire period. Before the last 
quarter of 2013, this relation was always below the average. 
However, from the first quarter of 2014 on the proportion 
has increased, and it reached a significant peak of 24% in 
the last quarter of 2014. It means that during that quarter for 
every four tweets posted publicly on the web, one associated 
the idea of risk to AI.

If we compare the rate of growth of both the risk percep-
tion set and the public awareness set without risk (Fig. 2), 

we can see that their rate of growth is almost the same until 
the third quarter of 2013. The difference between the rates 
starts after the second quarter of 2014, which coincides with 
the beginning of the turning point of the popularization of 
Artificial Intelligence. Still, within the turning point year 
of 2014, we can see the gulf between both rates of growth. 
Another characteristic that we should stress out is the abrupt 
variations of the risk perception rate compared to the steady 
pace of growth of the general perception. It suggests two 
things; the first is the process of popularization as a con-
tinuous growth until it becomes part of the daily vocabu-
lary and public awareness, whereas the risk perception has 
abrupt changes. As the risk perception set is a smaller one, 
it is vulnerable to changes even though changes started after 
only 2014. It may be the case that this suddenly changes 
are associated with news related that relates Artificial Intel-
ligence and risk. According to SARF, we would expect to 
see here news or people talking about events that entailed 
undesired consequences involving AI. Moreover, consider-
ing the increasing rate of growth of the risk perception of 
AI, we would be able to see a growing number of events as 
well. And that is not what happened.

2.2  Actual harmful events and communication

The first death arguably related to an AI system happened 
with the accident of the self-driving car Tesla Model S 
in May 2016, “in the middle of a sunny afternoon, on 
a divided highway … an early adopter … died. The car 
failed to see a white truck that was crossing his path” 
(Stilgoe 2018, p. 2). At the same day, the public profile AI 
Briefing posted “Tesla driver dies in first fatal crash while 
using autopilot mode http://bit.ly/2987r 43 #AI #robotics | 
artificial intelligence” (2016-05-30 15:50) and a few hours 

Fig. 1  The growth of risk and 
non-risk messages associated 
with artificial intelligence per 
Twitter-active users quarterly 
measured—non-stacked graph

http://bit.ly/2987r43
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later “Tesla drivers post viral, self-driving ‘stunts’ using 
autopilot technology http://bit.ly/296zG 4P #AI #robotics | 
artificial intelligence” (2016-05-30 19:36). The number of 
messages talking about the crash that related it to AI was 
around 60 tweets throughout that year. At the end of the 
year, on the 28th December, a video was released show-
ing the benefits of Tesla’s AI autopilot which manages to 
avoid a collision, 1 day after the video was republished 
with an article about the technical achievement made 
by Tesla. It also had no repercussion as well, less than a 
dozen messages.

A second example which is nowadays more popular 
because Bostrom’s book Superintelligence (Bostrom 2014) 
depicts two cases of severe financial damage caused by a 
high-frequency trading algorithm that may be called today 
an AI, the Flash Crash (CFTC and SEC, 2010) in May 2010, 
and the bankruptcy of the Knight Capital Group in August 
2012. In the first case, the E-Mini S&P 500 futures was 
halted by an automatic circuit breaker when a trillion dollars 
had been wiped off the market. After the market closure, 
the decision made by regulators was to cancel all trades that 
had been executed at prices 60% or more away from their 
pre-crisis levels (CFTC and SEC 2010). In Knight Capital’s 
case, its high-frequency trading algorithm caused a signifi-
cant stock market disruption in the prices of 148 companies 
listed at the New York Stock Exchange. This error cost $440 
million to Knight Capital and was described as a “technol-
ogy breakdown” (Farrell 2012). In both cases, bugs and 
some managerial incompetence caused huge monetary side 
effects. However, neither of them was broadly associated 
with AI at that time, and consequently, they did not integrate 
the public perception of risk of AI. In other words, there was 
no significant number of tweets that talked about those cases 
and related them to AI.

We should state again that there is no reason to think 
that in the future these accidents may be strongly associated 
with AI in the public perception. Both kinds of cases have 
material factors such as property damage (millions of dol-
lars) and deaths (one death registered) that would be enough 
to trigger ripple effects in a sense that the risk perception 
of AI could be amplified. However, it has not happened. 
Thus, we claim that these actual events were not responsible 
for triggering the messages of risks that were amplified and 
generated secondary consequences related to AI as expected 
by SARF. It is also worthy to state that there was not any 
other event that caused actual harm depicted in the tweets 
database associated with AI. During the period, this paper 
concerns, according to our data, the only association was 
the self-driving car fatality that was not robustly associated 
with the public perception of AI. It may be due to the non-
extensive coverage of media or a lack of public response of 
the cases, so they have either attenuated right away or not 
propagated at all. It shows the critical role of the individu-
als as stations receiving, decoding, and communicating the 
messages of risk. As we saw, there was a message that began 
to be formed related to the self-driving car crash fatality and 
AI, but it was not amplified.

Within SARF, those individuals who are specialized to 
communicate a risk message are called risk communicators. 
Roughly speaking, any station or any individual who attenu-
ates or amplifies a message of risk is a risk communicator. 
It happens on a local scale. However, some public people 
or institutions can communicate with broader audiences. 
In this case, the starting message of risk relating AI to the 
fatal crash was attenuated and eventually ignored because it 
was associated to something more prosaic like an autopilot, 
which would be merely considered a smart device familiar to 
many people hence anything new. Someone like Elon Musk, 

Fig. 2  Rate of growth of risk 
messages associated with AI 
compared to the riskless asso-
ciation to AI per Twitter active 
users quarterly measured

http://bit.ly/296zG4P
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the founder and head of Tesla at that moment, which also 
funds or is a member of boards of the institutes and centers 
for the study of the risk of AI, is himself a risk communi-
cator. Besides, for obvious reasons, he managed to either 
attenuated or ignored the message. However, what sort of 
messages did he amplify?

2.3  Messages formation

At the end of 2014, Stephen Hawking’s interview for the 
BBC about the potential threat of developing human-level 
AI became viral. His statement was clear, “the development 
of full artificial intelligence could spell the end of the human 
race.” (Cellan-Jones 2014). At the fourth quarter of 2014, his 
interview represented 14.6% of all messages related to AI 
and 46.5% of all risk perception messages about AI. What 
is remarkable about this topic is that in 2014, the movie 
about his life “The Theory of Everything” was released at 
the end of the year. Of course, the massive repercussion of 
his interview may have happened because an availability 
bias (Kahneman et al. 1982), since in Hawking’s biographi-
cal movie he was portrayed both as the highest genius after 
Einstein and a resilient person, a living example for every-
one. Hawking went through a process of popularization. The 
availability bias had indeed played a role in the robust ampli-
fication process of Hawking’s alert because he had expressed 
his fears about AI in May 2014 (Kolodny 2014), when the 
repercussion was not so high. It represented 29.5% of all 
risk associated messages of AI and 4.9% of all messages 
regarding AI. In this case, Hollywood indirectly affected the 
prestige related to a specific person who turned out to be a 
risk communicator, a highly trusted source of information.

The message Hawking transmitted can be categorized as 
an existential risk message.1 Existential risk draws from the 
classical formulation of risk, i.e., the combination of prob-
ability of the events and the magnitude of their consequences 
(Freudenburg 1988), the following extreme scenario, even 
if there is a slight chance for such a doom event happen, it 
is worthy of caring about it (Bostrom and Ćirković 2008). 
Existential risk researchers are not only producing scholarly 
studies on the topic for scholars, but they are also talking to 
the broader public. Also, they are not strictly researching 
within scientific departments but within institutes and cent-
ers-like institutions that maintain strong ties to universities 
and are supported financially by entrepreneurs concerned 
with the future of humanity. We mentioned before, some of 
these institutes located in the US and in the UK whose roles 
are educational.

Along with the scholarly work on this kind risk of AI, 
fiction plays an essential role in the risk perception of AI 
too. “2001: A Space Odyssey” by Arthur C. Clarke and 
Stanley Kubrick is a classic example. But fiction is also 
driven by experts. Back at the 1960’s Clarke and Kubrick 
hired as advisors for the movie the mathematician I. J. Good, 
who came up with this idea of intelligence explosion and 
superintelligence (Good 1965), and Marvin Minsky one of 
the fathers of AI and optimist that soon we would achieve 
human-level intelligence. Fiction writers have also influ-
enced the generation of transhumanists, who are scholars, 
entrepreneurs, and enthusiasts arguing for a technological 
singularity, an idea coined by Vernor Vinge (1993). If “the 
public is influenced by emotion and affect in a way that is 
both simple and sophisticated. So are scientists. World-
views, ideologies, and values influence the public. So are 
scientists, particularly when they are working at the limits 
of their expertise” (Slovic et al. 2000). It is rare to be even 
in a scholar discussion on cultural, economic, and social 
impacts of AI and not stumble across a movie reference like 
Terminator, Matrix, I-Robot, Transcendence, Ex Machina, 
Her, Blade Runner 2049. Here we can see the combination 
of two critical factors that operate under the same logic. In 
both cases, risk events are based on counterfactual scenarios 
that are a sort of future risk factor (Kasperson 1992).

Within our dataset, 88% of risk perception of AI was 
associated to existential risks, in the sense that AI would 
mean the end of the human race or AI would become a 
malevolent superintelligence, the same message transmitted 
by Stephen Hawking. This framing of the risk of AI is not 
new, which is the hypothesis of the super intelligence and 
intelligence explosion (Good 1965). This argument is pre-
sent in the expressions of every expert or risk communicator 
who conceives the side effect caused by the development of 
a human-like AI. At the moment Hawking communicated 
his message on the public venue, other experts have also 
been transmitting such messages. To test the influence of 
other experts who acted as communicators, we created a new 
subset of tweets which contained both AI and a list of names 
of experts who appeared on the media in the last 10 years. 
We compared both rate of growth, i.e., the risk perception 
(as in Fig. 2) and the experts, and we depict the outcome 
below in Fig. 3. There we can see again the critical moment 
of the last quarter of 2014 as a moment when experts for-
mulated the message of the risk perception and transmitted 
in the news. Hawking’s example shows how important the 
risk communicators and experts are for the risk perception 
of AI, at least for its amplification. According to the SARF, 
if the main message regarding the risk perception of AI 
was formed and amplified by the experts, we can see that 
such message was able to keep its transmission throughout 
the quarters as a wave. The new expositions some of these 

1 As we saw in the introduction, existential risks are events that 
threaten “to cause the extinction of Earth-originating intelligent life” 
(Bostrom 2002, p. 381).
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experts made on the public may have helped to keep pace; 
however, it seems to be a relatively independent movement.2

As a matter comparison with the risk perception of other 
technologies, Li et al. (2016) analyses the public perception 
of nuclear energy taking as the reference event the Fukush-
ima Daichii nuclear accident following Tohoku earthquake 
and tsunami in 2011. One of their findings has some simi-
larities with what we found in Fig. 3. Firstly, the volume of 
nuclear-related tweets varied during the time framework of 
this study (from December 2010 to May 2012), i.e., a short 

period before the accident and 1 year after that. Despite the 
volume of tweets dramatically increased within the week 
following the accident, it rapidly declined thereafter. None-
theless, “the volume of nuclear-related tweets still remained 
at a relatively high level compared to that before Japan’s 
earthquake, which indicated an escalation of public concerns 
over nuclear safety caused by this event” (Li et al. 2016, 
p.14). The content of the tweet had also changed. Before the 
accident most of the tweets “merely expressed straightfor-
ward information rather than interpretations of the causes or 
implications of the disaster, whereas the later tweets became 
more interpretive [Binder 2012]” (Li et al. 2016, p. 4). In 
this context, Twitter can function as a useful tool to assess 
genuine and spontaneous opinion generated by the Fuku-
shima accident (Li et al. 2016, p. 14).

Fig. 3  The rate of growth of the 
experts and the risk perception 
of AI

Fig. 4  Proportion of the kinds 
of risk of AI per year (except 
existential risk)

2 A further study to show how the life cycle of this critical moment 
of communication of this risk perception propagated would need us 
to do a network analysis reconstructing the spread.
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Back to AI, even though the existential risk was the lead-
ing risk related to AI, there others less speculative risks that 
were also had experts as their risk communicators (Fig. 4). 
Since 2010, the most frequent risks except the existential 
risk are Privacy and Surveillance (41%), Lethal Autonomous 
Weapons (21%), Cyber-attacks/warfare/terrorism (14%), 
Unemployment 3(13%), Fake News (8%) and Sexbots4 
(4%). This proportion changes yearly, and these kinds of 
pragmatic risks are becoming more diverse. Although pri-
vacy and surveillance are still the most associated risk of 
AI perceived within the dataset, their importance has been 
attenuated. New risks started to be introduced like fake news 
example. Of course, as the deployment of AI does not offer 
that level of risk that the development of the hypothetical 
strong AI, these kinds of risk perception suffer from the 
hot debates available at the point. For example, fake news 
is a phenomenon introduced in 2016, mainly due to Don-
ald Trump’s election as President of the United States. And 
Lethal Autonomous Weapons were a significant topic in 
2015, when Stuart Russell, one of the most critical experts 
in the field of AI, joined to the public advocacy for the ban 
on development of such weapons (Russell 2015a, b).

2.4  Communicators, experts, intellectuals

The trust in the risk communicators is high because some of 
them drew their prestige from their scientific career within 
his or her field of research. Whenever they come to the 
public, they act as public intellectuals. According to Baert 
and Morgan (2017), intellectuals is the denomination of the 
group of scientists (whether computer scientists, physicists, 
mathematicians, or sociologists) and philosophers who have 
both the expertise and authority to speak publicly about 
matters categorized as scientific or philosophical. They do 
so “while possibly drawing on their expertise in a specific 
area, address a broader public and engage with what are 
considered to be significant social and political issues of the 
day which go well beyond their narrow field of professional 
focus” (Baert and Morgan, 2017, p. 2). In this sense, they 
can be considered as experts according to the risk perception 
terminology we have employed here.

Intellectuals use the positioning, which, through the 
attribution of some characteristics to other intellectuals, 
positions them in a value spectrum, usually but not only 
political. Russell has been positioning himself publicly to 

warn of possible undesirable effects of AI since 2013 and 
therefore accusing the irresponsibility of experimenting with 
AI without any safeguard. Conversely, skeptical computer 
scientists that address the subject to the public frequently, 
like Oren Etzioni, Edwan Felten, Jaron Lanier, and Roger 
Schank, position those experts who are highly concerned 
with the mainly existential risk that AI can bring as a “not 
to take too seriously” group. Critics of this position, such 
as computer scientist Jaron Lanier, consider this to be a 
religious narrative that is being built upon AI; would be a 
“Frankenstein myth,” in which the creature turns against the 
creator. According to him, other risks of AI are more plau-
sible, such as the fact that AI is a farce, or that the result of 
the search and recommendation systems could lead to “mass 
incompetence” or “generalizations and senseless answers 
and suggestions.” That is, the behavioral risk of the human 
being to guide their decisions exclusively by algorithms, 
such as a car route (which may pass dangerous places), the 
recommendation of movies, books, news and even sexual 
partners (Lanier 2014).

The distinction between the public intellectual and the 
non-public intellectual is sometimes tenuous. However, 
based on Russell’s performances communicating the dan-
gers of AI and its applications, such as Lethal Autonomous 
Weapons in world forums to discuss socio-political issues, 
are a current example of this type of public intellectual 
today. Moreover, intellectuals increasingly become aware 
of their performances. This statement can be verified based 
on the increasing frequency of these people’s appearance in 
interviews, lectures, and articles for the general public, as 
well as references to these intellectuals and their positioning 
on issues (e.g., Wolcholver 2015).

Besides the actions, the intellectuals are the legitimate 
individuals to lead the way to the formation of counterfac-
tual scenarios where the feared event and its consequences 
may happen. Even though the people who conceive the 
scenarios do not believe that one of them will happen with 
him or with someone close to him in the near future, the 
imagination may exert practical effects on someone’s deci-
sion and planning. As Salvadori et al. (2004) conclude about 
their risk study, the choices and the judgment of risk became 
a matter of trust “the less we know about an activity” (p. 
1290). A plausible hypothesis about the dread variable is 
that it comes along with the future risk in our case, since 
the imagined future risk scenario may take the shape of the 
most fearful thing they relate to AI, for example losing the 
job for an AI program.

3 For the discussion see, Mokyr (2014), Brynjolfsson and McAfee 
(2014), Frey and Osborne (2013), and Glaeser (2014).
4 See Levy (2007). Sex bots are taken as risk for some group of peo-
ple for different reasons. On the one hand, there are feminists’ groups 
that argues that sex bots will just enhance the gender discrimination 
and stereotypes. On the other hand, there are conservatives’ religious 
groups that are by definition against the hedonism.
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3  Conclusion

From our analysis, some experts playing the role of public 
intellectuals started up the recent idea that AI could be a real 
threat and endanger all humans. In this sense, they framed 
and communicated the message that work as a critical event 
that impacted the public perception. This message of risk 
was based on counterfactual scenarios instead of actual 
events, such as any particular self-driving car crash. The 
counterfactual scenarios were at the basis of the messages 
of existential risks related to AI that were transmitted and 
amplified. As we found out, 88% of all risk related tweets 
were related to existential risks. In this regard, the process of 
propagation of the messages related to the varieties of risks 
of AI is associated with the primary senders.

Risk perception’s studies and the SARF can be enriched 
by further analyzing the role of experts in the formation, 
amplification, and attenuation of risk perception. In the way 
the framework was designed, it ignores the possibility of 
trigger events arising from sheer human conjectures. By 
doing that, it ignores the active role of authoritative indi-
viduals, such as the experts, in social interplay of the public 
position, and what such positioning can bring to the expert. 
It is to be expected that for any technological development, 
experts will not have a consensual public position about the 
risk of such technology. Experts display three different posi-
tions related to technology, they can be antagonists, prag-
matists or neutrals, and enthusiastic experts. In the case of 
AI, antagonists believe there are insurmountable barriers to 
achieve full-fledged, human-level AI; so any risk scenario 
related to that is nonsensical. Pragmatists or neutrals believe 
that it is hard to even depict what are the real challenges to 
develop a full-fledged, human-level AI; even though we may 
achieve that at some point. For this group, the real dangers 
are in the short-term related to the portion of the technology 
that already works in the world, such as the effect of biased 
data sets for machine learning algorithms and unemploy-
ment (Frey and Osborne 2013). Finally, the enthusiastic 
experts believe that the full development is just a matter of 
time, and such development will bring a profound change. 
However, changes can be positive or negative. Because of 
that, enthusiastic experts can be grouped into pessimists 
and optimists. Existential risk scenarios are framed by the 
pessimists.

According to Baert and Morgarn (2017), there would be 
a positioning dispute between those experts whenever they 
come to public. And the best way to frame this dispute is 
with SARF. Because of the speculative nature of the harm 
caused by AI, pessimist experts are the kinds of experts 
(or intellectuals) who conceive such counterfactual dread-
ful and future risk scenarios. By doing that, they formulate 
the message that is going to be conveyed. Other pessimist 

experts may also play the role of amplification stations for 
this message. Now when pragmatic experts are forced to 
public positioning themselves, they play a clarification role, 
which can be identified with the role of attenuation stations. 
While rejecting extremely speculative scenarios, some of 
them may end up wanting to stress out the “real” dangers of 
the technology. When they do so, they create a new message, 
and a new process begins.5 But if those pessimist experts 
who happen to be risk communicators as well are capable 
of amplifying their messages based purely in the conception 
of such counterfactual scenarios, in a way it triggers many 
indirect effects within society.
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